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Summary
Background: Accurate prediction of future patient census in hospital units is essential for patient 
safety, health outcomes, and resource planning. Forecasting census in the Neonatal Intensive Care 
Unit (NICU) is particularly challenging due to limited ability to control the census and clinical trajec-
tories. The fixed average census approach, using average census from previous year, is a forecasting 
alternative used in clinical practice, but has limitations due to census variations.
Objective: Our objectives are to: (i) analyze the daily NICU census at a single health care facility 
and develop census forecasting models, (ii) explore models with and without patient data charac-
teristics obtained at the time of admission, and (iii) evaluate accuracy of the models compared with 
the fixed average census approach. 
Methods: We used five years of retrospective daily NICU census data for model development (Ja-
nuary 2008  –  December 2012, N=1827 observations) and one year of data for validation (January – 
December 2013, N=365 observations). Best-fitting models of ARIMA and linear regression were ap-
plied to various 7-day prediction periods and compared using error statistics. 
Results: The census showed a slightly increasing linear trend. Best fitting models included a non-
seasonal model, ARIMA(1,0,0), seasonal ARIMA models, ARIMA(1,0,0)x(1,1,2)7 and 
ARIMA(2,1,4)x(1,1,2)14, as well as a seasonal linear regression model. Proposed forecasting models 
resulted on average in 36.49% improvement in forecasting accuracy compared with the fixed aver-
age census approach.
Conclusions: Time series models provide higher prediction accuracy under different census condi-
tions compared with the fixed average census approach. Presented methodology is easily appli-
cable in clinical practice, can be generalized to other care settings, support short- and long-term 
census forecasting, and inform staff resource planning.
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1. Background
Accurately measuring number of patients, i.e., census, and its attributes at past, present, and future 
points in time is of great interest for health care systems to offer adequate and safe patient care sup-
ported by appropriate resource planning. Hospital unit-level census is impacted by patient flow and 
clinical trajectories which can change dynamically over time. Understanding census variability and 
seasonality has implications for administrative and clinical decisions in hospital settings, e.g., nurse-
to-patient ratios and bed management decisions. Inaccurate census prediction may result in subop-
timal allocation of limited personnel and resources, e.g., poor nurse staffing levels. Suboptimal nurse 
staffing levels have been associated with decrease in quality of care and patient safety due to over- or 
understaffing (e.g., infections) [1–3], and decrease in patient and staff satisfaction [1–5]. Increasing 
numbers of patients to nurses has been shown to increase the risk of emotional exhaustion and job 
dissatisfaction [6]. Low nurse-to-patient ratios have been associated with increased adverse patient 
outcomes, such as increased 30-day mortality and failure to rescue [7].

The design of a special intensive care unit for newborns, a Neonatal Intensive Care Unit (NICU), 
dates back to 1960 [8]. The concept of specialized perinatal care based on level of acuity was pro-
posed in 1976 [9]. NICU stays require high levels of nursing resources and specialized nursing skill 
sets [1]. Given the unpredictability of the patients’ arrivals and clinical trajectories, compared to 
most hospital units, the NICU presents a challenging environment for forecasting the future census 
which may impact staffing levels and quality of care. Several studies suggest that suboptimal nurse 
staffing levels in the NICU are associated with increased adverse patient outcomes. Hamilton et al. 
(2006) studied 54 NICUs, found that 57% of shifts were understaffed, and understaffing was associ-
ated with higher mortality rates [10]. Further, many NICU patients have central venous lines [11]. 
Nurse understaffing may result in delayed or inaccurate aseptic technique, and therefore increase 
the risk for infection [1]. Accurately forecasting future census using past and current observations 
can help minimize discrepancies between expected and actual demand for health care resources.

There is extensive research that supports the application of time series analysis to improve fore-
casting in health care, particularly focusing on disease outbreaks, patient arrivals, and resource plan-
ning. Autoregressive Integrated Moving Average (ARIMA) models have been widely used in fore-
casting disease outbreaks, e.g., the flu and anthrax, by predicting disease patterns and corresponding 
Emergency Department (ED) utilization [12–13]. Guo et al. (2013) developed ARIMA models to 
forecast patient volume to design a flexible nursing schedule that accounts for skill level and shift 
preferences [14]. ARIMA models have been used to predict ED patient volume across short- and 
long-term time horizons [15–20]. Marcilio et al. (2013) compared forecasting accuracy of general-
ized linear models to time series models in forecasting ED visits and found that generalized linear 
models provided higher accuracy than ARIMA models [21]. While time series methods have been 
applied in health care, gaps in the literature remain and further research is needed to forecast patient 
census independent of disease outbreaks while considering a personalized framework, e.g., accu-
rately forecasting future census values classified by patient characteristics to better inform resource 
planning. Sun et al. (2009) developed forecasting models that accounted for patient acuity to predict 
ED volume [22]. However, majority of the models presented in Sun’s study have limited accuracy 
measured by Mean Absolute Percent Error (MAPE). Temple et al. described a method to predict in-
dividual NICU patient’s discharge dates based on daily progress notes [23]. Additionally, Levin et al. 
modeled patient length of stay using daily provider orders [24]. These methods provide valuable 
tools for resource planning once a patient has been admitted to the unit. However, they are not de-
signed to forecast the trajectory of the unit’s overall census, only the length of stay for individual pa-
tients. Koestler et al. developed a NICU census forecasting model by predicting arrival counts using 
a Poisson Autoregressive model and using birth weight and gestational age to predict length of stay 
and expected departure counts [25]. Although their study considers seasonality and patient-specific 
information, it does not assess model accuracy during different prediction periods (e.g., lower or 
higher census periods) which is important for the clinical interpretation and implementation of the 
models.

In this paper, we study the problem of accurate daily patient census prediction considering the 
dependency and seasonality aspects of census using forecasting methods. Specifically, we develop 
time series and linear regression models to provide 7-day forecasts for the future NICU census at the 
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study hospital – Christiana Care Health System – while addressing the gaps in the literature regard-
ing: (i) comparison of forecasting models to the current clinical practice methods; (ii) use of 
multiple error statistics to evaluate models instead of solely using MAPE; and (iii) assessing forecast-
ing accuracy of the proposed models during different observed census prediction periods.

2. Objectives
Our goal is to predict the future census at a large tertiary care referral Level III NICU using past and 
current census while considering dynamic changes in census over time. Currently, the average cen-
sus from previous calendar year is used for resource planning purposes at the facility where the 
study was conducted, referred as the “fixed average census approach”. We explore forecasting models 
with and without aggregate patient characteristics and assess the accuracy of the proposed forecast-
ing models during consistently lower, average, and higher census periods compared with the fixed 
average census approach. In the remainder of this paper, “consistently” refers to the census condition 
that is observed 7 days in a row during a given week. “Average census period” refers to a period with 
daily census values that are consistently within ±4 patients of the average daily census from the pre-
vious year. The census range for average census period as ±4 patients was determined using half the 
standard deviation of daily census over the study period which was 8.05, and can easily be modified 
to capture different ranges. The average daily census for the previous year (2012) was 50 patients. 
“Lower census period” is defined as a period with daily census values that are consistently below 46 
(50–4). “Higher census period” is defined as a period with daily census values that are consistently 
above 54 (50+4).

3. Methods

3.1 Study Settings
The NICU is a large Mid-Atlantic region tertiary care NICU with approximately 1100 neonatal ad-
missions per year and a maximum capacity of 72 beds. In this study, census is defined as the number 
of neonatal patients in the NICU after accounting for all admissions and discharges that occurred 
during a given day. Our dataset includes patient-level data (e.g., gender, birth weight, gestational age, 
clinical conditions such as sepsis, necrotizing enterocolitis, seizures, apnea, chronic lung disease, 
bronchopulmonary dysplasia, pneumothorax, intraventricular hemorrhage, cystic periventricular 
leukomalacia, patent ductus arteriosus, and hydrocephalus, and respiratory support such as venti-
lation-related information) and hospitalization-related data (e.g., date of admission, date of dis-
charge, daily census etc.) collected retrospectively at the Christiana Care Health System NICU. Five 
years of data between January 2008 and December 2012 were used for model development (N=1827 
daily census observations), and one year of data between January and December 2013 were used for 
model validation (N=365 daily census observations).

3.2 Data Analysis
Time series analysis is a method for analyzing longitudinal data observed at different points in time 
[26]. The methodological framework used in this study is presented as follows:
• Plot observed census data over time as a time series
• Transform census data in case of a non-stationary (e.g., linear trend over time) and/or non-

stationary variance as a function of time
• Fit several models to census data and estimate model parameters using dependency measured,

e.g., Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF)
•  Identify best models using fit criteria, e.g., Akaike’s Information Criterion (AIC), Bias Corrected

AIC (AICc), and Bayesian Information Criterion (BIC)
• Apply diagnostic tools to determine how well the models fit census data, e.g., Plot of standardized

residuals and their normal Q-Q plot, and
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•  Forecast n days during specified periods using an independent dataset. Evaluate the accuracy of
the forecasts provided by the models by using error statistics, e.g., Mean Absolute Percentage
Error (MAPE) and Root Mean Square Error (RMSE)

 As the first step, we plot the NICU census during the study period and inspect the graph for any ob-
vious patterns (▶ Figure 1).

In ▶ Figure 1, the horizontal axis shows the days from January 1, 2008 to December 31, 2012, and
the vertical axis shows the daily census. The NICU census exhibits increasing and decreasing pat-
terns and multiple peaks. A stationary time series exhibits statistical properties that are all constant 
over time [26]. Linear trend and changing variance over time (heteroscedasticity), may indicate 
non-stationary behavior and impact the performance of model fitting and forecasting [26]. As for 
the instability of variance, visual inspection of ▶ Figure 1 did not indicate any obvious heteroscedas-
ticity. In addition, the Breusch-Pagan test showed that there was not enough evidence to reject the 
null hypothesis that the census time series has constant variance at the 0.05 significance level. How-
ever, ▶ Figure 1 showed a slight linear trend, which is a characteristic a non-stationary series. There-
fore, a data transformation may be necessary before model fitting. First differencing is a method 
used to stabilize the time series data by eliminating the linear trend [26]. The first difference of a 
time series is the collection of changes from one time point to the next. After first differencing, the 
NICU census time series showed no linear trend. The Kwiatkowski-Phillips-Schmidt-Shin (KPSS) 
test showed that there was not enough evidence to reject the null hypothesis that the differenced 
census time series is trend stationary at the 0.05 significance level. Next, we investigated if the first 
differenced census showed any heteroscedasticity by comparing the Autocorrelation Function 
(ACF) of first differenced census time series with the first differenced and log transformed time 
series. The results suggested that the first differenced NICU census time series is a stationary process 
and no further data transformation was applied.

Further, we examined the weekly, daily and monthly census patterns using a larger dataset col-
lected retrospectively at the same NICU between January 1989 and February 2015. Over the 27-year 
period, mean census was 44.36; and the standard deviation was 7.24. (Over the five-year period used 
for model development, mean census was 48.74; and the standard deviation was 8.05). Between Ja-
nuary 1989 and February 2015, the average daily census was lower during weekends compared to 
weekdays, and lower during winter months compared to summer months.

In addition, we considered aggregate patient characteristics within the forecasting framework. 
Patient-level variables available at admission were averaged for the set of patients in the NICU each 
day. The variables included in the analysis and their definitions are presented in ▶ Table 1.

Additional patient-level variables associated with treatment provided by the NICU were dis-
carded due to the absence of treatment dates. Variables that were categoric for the individual (e.g., 
race, use of antibiotics by mother, etc.) represent the proportion of patients that fit that category 
when the data is aggregated by day. Numerical patient-level variables for the individual were aver-
aged for the patient population for each day.

 3.3 Model Development 
We developed ARIMA and linear regression models using R 3.2.0 to forecast the future NICU cen-
sus. ARIMA(p, d, q)(P, D, Q)s models include autoregressive and moving average components p and 
q, seasonal autoregressive and moving average components P and Q, ordinary difference component 
d, seasonal difference component D, and order of seasonal lags s. Autoregression refers to prediction 
of the current value of a time series as a function of the past values of the series. Seasonality refers to 
any pattern in the data that repeats itself with a known periodicity. The extent to which it might be 
possible to use an ARIMA model to forecast a time series from its own past values can be assessed by 
evaluating the Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF) [26].

 NICU census exhibits a persistent, slowly decaying autocorrelation structure, with statistically 
significant autocorrelation still present at lags up to 40. In addition, the PACF cuts off after a lag of 1, 
indicating possible non-stationary behavior. This also suggests an ARIMA(1,0,0) model may be ap-
propriate. The ACF and PACF of the first-differenced census are similar to one another with signifi-
cant negative peaks at lags of 4 and 12 suggesting a possible seasonal component at lags of 4. Addi-
tionally, over the study period the median length of stay is 7 days and the mean length of stay is 
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14.67 days. Considering these aspects, we fit seasonal models with 4-day, 7-day, and 14-day lags and 
assessed forecast accuracy.

Further, using linear regression models, we considered multiple variables as linear predictors of 
census including census lags from day 1 through day 14, day of the week, month, quarter, holidays, 
and mean census for the same month from the previous year, as well as 7 through 14 day lags for ad-
missions, discharges, and selected aggregated patient-level variables, as presented in ▶ Table 1. Vari-
able selection was performed based on analysis of the correlation matrix for numeric variables, box-
plots of the census for categorical variables, and by eliminating insignificant variables from success-
ive regressions and conducting a stepwise regression. The final regression model included the pre-
dictor variables for day of the week, month, average mother’s gravidity at lags 10,11 and 12, average 
gender proportions at lags 9 and 10, average 5-minute Apgar score at lags 13 and 14, proportion of 
patients with mother’s on antibiotics at lags 11 and 13, discharges at lag 10, and census at lag 1 (Ad-
justed R-Squared: 0.8919).

Comparing the considered time series and regression models, the best-fitting models were ident-
ified by using AIC, AICc and BIC. The best-fitting models were ARIMA(1,0,0), 
ARIMA(1,0,0)x(1,1,2)7, ARIMA(2,1,4)x(1,1,2)14, and the final linear regression model as discussed. 
After fitting the models, diagnostic tools were used to evaluate the goodness of fit including the plot 
of standardized residuals of the fitted model, ACF of residuals, and the Normal Q-Q plot of stan-
dardized residuals. The ACF of residuals are displayed for each model in ▶ Figure 2.

We observe similar behavior in all models, noting that most of the apparent autocorrelation has 
been accounted for. Significant peaks in the ACF of residuals appeared at lag 17 for all models, as 
well as at lag 5 for ARIMA(1,0,0) and ARIMA(1,0,0)x(1,1,2)7. However, adjusting models for these 
slight remaining autocorrelations did not improve diagnostic or fit values. Visual inspection of the 
Q-Q plots for each model confirmed that residuals appear to follow a normal distribution (▶ Figure
3).

In conclusion, the selected forecasting models provided a good fit for the observed daily census 
data.

4. Results

4.1 Specific Census Level Validation 
We applied the best performing ARIMA with and without seasonality, and linear regression models 
to forecast the census during three distinct time periods in the validation dataset. The three periods 
were characterized by census values that were consistently above, below, or near the average census 
from the previous year. Analyzing the forecasting results during these periods provided insight into 
how the models perform when the census persists in various conditions that affect the utilization of 
resources compared with the fixed average census approach. May 3 – 9, 2013 was selected as the 
validation set for the average census period. There were 5 such periods during 2013. January 7 – 13, 
2013 was selected as the validation set for the consistently low census. There were 6 such periods 
during 2013. November 14 – 20, 2013 was selected as the validation set for the consistently high cen-
sus periods. There were 18 such periods during 2013. To measure forecasting accuracy, we used the 
Mean Absolute Percentage Error (MAPE) and Root Mean Square Error (RMSE) where 

and

with n representing the total number of forecasted future census values, yi representing the observed 
census at time i,   representing the forecasted census value for time i. In the literature, MAPE < 
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10% is considered highly accurate forecasting [27]. The fixed average census approach used the 
value of 50, which was the average daily census from previous year (2012).

For the consistently higher census period, the best performing model was ARIMA(2,1,4)(1,1,2)14 
when MAPE or RMSE was used (▶ Table 2, Column 2).

For the consistently lower census period, the ARIMA(2,1,4)(1,1,2)14 model performed best fol-
lowed by linear regression when MAPE or RMSE was used (▶ Table 2, Column 3). For the average
census period, the best performing model was ARIMA(1,0,0) when evaluating the forecast using 
MAPE (▶ Table 2, Column 4) and linear regression when using RMSE (▶ Table 2, Column 4). Dur-
ing periods of consistently average census values, we expected the fixed average census approach to 
perform well, possibly even superior to our forecasting models, as it is the case for the selected vali-
dation set in this instance. However, the fixed average census approach was outperformed by all 
models in both consistently high and consistently low census periods. In conclusion, the best-per-
forming 7-day census forecasting models showed higher accuracy compared to the fixed average 
census approach during consistently higher and lower census periods, and comparable results to the 
fixed average census approach during average census periods.

4.2 Forecasting Period Validation
In addition to validating our models during consistent census periods, we also computed the average 
MAPE and RMSE of all possible 7-day prediction periods between January and December 2013. 
Average MAPE and RMSE of all possible predictions during the one-year validation time period in 
2013 provide an additional metric to measure the accuracy of the forecasting models. For each day 
in the validation period, we forecasted the census for each of the next 7 days. The MAPE and RMSE 
were calculated for each 7-day forecast and averaged to obtain a single value corresponding to the 
average MAPE or RMSE of all possible predictions. These errors statistics, along with the density of 
their values, provided insight on which model performs most accurately over the entire year. Col-
umn 5 of ▶ Table 2 presents the error rates of the forecasting models during the entire evaluation
period of January – December 2013. Forecasted census values compared well with the actual ob-
served daily census data, with an average MAPE of 7.47% compared to an average MAPE of 11.76% 
when using the fixed average census approach between January and December 2013 (▶ Table 2,
Column 5). ▶ Figure 4 presents the density plot of forecast accuracy, measured by MAPE, for each
model.

The density function presents the relative frequency of a particular MAPE value for any given 
prediction. As shown in Figure 4, MAPE values for the forecasting models are right-skewed, with 
values at the tail increasing the average MAPE value. The fixed average approach produces MAPE 
values that are closer to a uniform distribution, meaning that high MAPE values occur nearly as fre-
quent as lower MAPE values. In other words, the density plot of the proposed forecasting models 
provides additional insight beyond the average MAPE values for comparing the accuracy of the 
models with the fixed average census approach.

4.3 Clinical Practice Implications
In clinical practice, the discrepancy between expected and actual census caused by forecasting 
model underestimation can lead to suboptimal nurse-to-patient ratios and impact the effort to offer 
adequate and safe patient care. We studied underestimation of observed daily NICU census compar-
ing the best-fitting ARIMA model during a consistently higher census period, 
ARIMA(2,1,4)x(1,1,2)14, to the fixed average census approach. This approach can be easily extended 
to other time periods, e.g., consistently lower census period, or other error directions, e.g., overesti-
mation. The reason for choosing a consistently higher census period is that higher census represents 
higher demand for resources and are therefore challenging from a health care resource management 
perspective. ▶ Figure 5 shows the forecasted and observed census during November 14 – 20, 2013,
as well as the fixed average census approach.

The ARIMA(2,1,4)x(1,1,2)14 model underestimated actual observed daily census by 14 patients 
over the 7-day period, or an average of 2.47 patients per day (▶ Figure 5). The fixed average census
approach underestimated the observed daily census by 84 patients over the 7-day period, an average 
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of 12 patients per day during the same period. This result suggests that the proposed forecasting 
model reduced underestimation on average by 83% during the considered consistently higher cen-
sus period compared to the fixed average census approach.

5. Discussion
Accurate census forecasting has implications on quality of care, resource planning, and employee 
satisfaction in health care systems. Using a fixed value based on previous year’s average daily census 
lacks to consider the dynamic nature of census over time. Census variability is especially critical in 
the NICU due to the high level of uncertainty regarding patient arrivals and clinical paths. In this 
study, we presented forecasting models with higher prediction accuracy during consistently lower, 
average and higher census periods compared with the current approach of using the average daily 
census from previous year.

The contribution of our study is threefold. First, we quantified the impact of using time series and 
linear regression models on accuracy for forecasting the daily NICU census under various census 
conditions compared to the fixed average census approach. The best-fitting models included a non-
seasonal ARIMA model, ARIMA(1,0,0), seasonal ARIMA models ARIMA(1,0,0)x(1,1,2)7 and 
ARIMA(2,1,4)x(1,1,2)14, as well as a linear regression model. The best-fitting models were applied to 
an independent one year NICU census dataset and provided 7-day forecasts. We acknowledge that 
forecasting the daily census beyond a week may be required in clinical practice, especially in terms 
of nurse scheduling. However, 7-day forecasts can inform clinicians in order to better formulate 
short-term resource planning. Due to the unique training received by neonatal nurses, the NICU in 
this study does not utilize excess labor from other hospital units. Simply put, the NICU’s possible 
labor force is less flexible than most other units. Accurate short-term forecasts allow nurse managers 
to plan ahead within the supply of neonatal nurses, reducing the reliance on day-of call-ins or call-
outs. Our modeling approach can be easily applied to provide long-term forecasts; however, we ac-
knowledge the increase in prediction error as the forecasting horizon expands. Additionally, inde-
pendent variables in the regression model exhibit significantly less correlation to census values at 
larger lags. Seven-day forecasts strike the balance of including independent variables with large 
enough correlations and a long enough time horizon that allows clinicians to utilize the forecast for 
resource planning. Best-fitting models represented on average a 36.49% improvement in overall 
forecasting accuracy during various census periods, including significant improvements during con-
sistently lower and higher census periods as compared with the fixed average census approach. In 
addition, the proposed forecasting models were simple in terms of requiring only a few census ob-
servations from within the most recent month of data. The simplicity of the forecasting models is 
advantageous for implementation into clinical practice.

Second, our study provides insight into seasonal patterns of the NICU census using a large data-
set (including 27 years of daily census observations). We found that the mean and standard devi-
ation of daily NICU census differs by week day and month. Over the 27-year period, mean census 
was lower during winter months compared to summer and fall. This can be explained by the season-
ality of births [28]. The daily census variation was slightly greater during weekends compared to 
weekdays. We speculate that the increased census during the week may have resulted from multiple 
planned deliveries of infants with known problems requiring NICU admission and proportionally 
less unplanned admissions during Monday to Friday. On the weekends, a higher proportion of 
NICU admissions are from unscheduled deliveries, resulting in unscheduled demand, which may 
result in unpredictability and increase in census variation. These observations provide a better 
understanding of the seasonal aspects of the NICU census.

Third, our study provides a method for forecasting future census using past and current observa-
tions obtained from the best-fitting time series models. The best-preforming forecasting models 
provided higher accuracy during consistently lower and higher census periods compared with the 
fixed average census approach.

One of the benefits of ARIMA models is their ability to include local trends in the time series data 
to examine under- and overestimation. We were particularly interested in underestimation during a 
consistently higher census period due to the resource management implications of understaffing in 
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clinical practice. Likewise, in the study facility periods of consistently high census levels occur with 
much greater frequency than periods of consistently low or average periods. During the forecasting 
period (2013), there were 18 such weeks, compared to only 5 weeks of consistently lower census 
values and 6 weeks of consistently average census values. During the selected higher census period 
in 2013, the best-performing ARIMA model, ARIMA(2,1,4)x(1,1,2)14 underestimated observed cen-
sus on average by 2.47 patients per day, with a range of –1 (overestimation) to 5 patients per day. The 
fixed average census approach during the same period underestimated the census on average by 12 
patients per day with a range of 9 to 16 patients per day. In clinical practice, the discrepancy between 
expected and actual census can have significant implications on bed management and resource 
planning. For example, having 12 patients that were underestimated by the fixed average census ap-
proach would result in an understaffing level between 4 nurses (assuming all 12 patients’ condition 
require a 1-to-3 nurse-to-patient ratio) and 12 nurses (assuming all 12 patients’ condition require a 
1-to-1 nurse-to-patient ratio). Compared to the current practice of using the fixed average census 
approach, the proposed forecasting framework can provide daily census predications with higher 
accuracy and help to reduce the patient risks associated with underestimation of census.

The utility of the forecasting methods put forth has been evaluated by one of our NICU phys-
icians and collaborators. According to his feedback, “nurse staff ratios are linked to health outcomes. 
Historically it is difficult to predict nurse staff levels in a referral critical care unit in which patient 
census is variable and unable to be uncontrolled by design. Nurse understaffing is associated with 
poor health outcomes and employee dissatisfaction. Nurse overstaffing is associated with employee 
dissatisfaction and inefficiency in health provision costs. Nurse employment is the highest fixed cost 
of care in an era of increased for health systems to control costs while improving patient outcomes. 
Aligning staffing ratios with patient care needs/census will likely lead to improved patient care out-
comes, improved employee satisfaction and improved economics in the provision of high-cost 
neonatal care.”

Future research could expand our work in several ways. A limitation of the current study is that 
health systems may operate differently, and the results drawn from our study based on data from 
one hospital and one unit may not be generalizable. Additionally, we recognize that dynamic pa-
tient-specific characteristics provide a useful means to predict the probability of discharges, and thus 
provide a possible improvement to the accuracy of census forecasts. However, the increasing com-
plexity of the models and data requirements limits the advantages of considering dynamic patient-
specific characteristics. Similarly, another limitation is that our methods do not account for the 
acuity-level of patients. Acuity, as it is defined at the NICU in this study, pertains to the resource in-
tensiveness of a patient. In future studies, dividing the census into separate acuity levels and analyz-
ing the census patterns of the each group could improve forecast accuracy and provide additional in-
formation to clinicians for resource planning. Further, we recognize that forecasting methods may 
need to provide predictions for longer time periods. Our method can provide short- and long-term 
forecasts as needed; however, we recognize the limitation that the error term increases as the predic-
tion period increases. Another limitation is the potential underestimation of the census by using the 
proposed forecasting models. One possible solution could incorporate a correction term that can be 
added to the predicted future values with the goal of minimizing the underestimation by the model. 
From a clinical perspective, adding the correction term may emphasize the health systems’ prefer-
ence of overstaffing compared to understaffing to ensure appropriate quality of care.

6. Conclusions
Understanding the dynamics of patient census and accurately predicting future census are essential 
to the dynamics of staff and resource planning. Time series analysis can identify changes in daily 
census over time, inform resource planning, and potentially impact patient care. This study high-
lights opportunities to better capture the dynamic NICU census patterns over time. Our findings 
showed that a simple time series model that accounts for recent census levels and seasonality pro-
vides higher accuracy of daily census prediction compared with the current approach of using a 
yearly average value from previous year, and provides opportunities to reduce underestimation of 
patient census.
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Clinical Relevance Statement
Accurate patient census prediction can facilitate better resource management and has the potential 
to enhance patient safety and staff satisfaction. Forecasting methods can accurately capture the dy-
namics of the unit-level daily census during different census periods. The proposed framework can 
be applied to other health care settings, extended to different forecasting intervals, and personalized 
by incorporating additional patient characteristics to classify unit-level census into different acuity-
based categories.
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Fig. 1 Daily NICU census (January 2008 – December 2012, N=1827 daily census observations)

Fig. 2 Autocorrelation function of residuals for forecasting models ARIMA(1,0,0), ARIMA(1,0,0)x(1,1,2)7, 
ARIMA(2,1,4)x(1,1,2)14, and linear regression
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Fig. 3 Quantile-quantile plot of residuals for forecasting models ARIMA(1,0,0), ARIMA(1,0,0)x(1,1,2)7, 
ARIMA(2,1,4)x(1,1,2)14, and linear regression

Fig. 4 Density of Mean Actual Percentage Error values for forecasting models and fixed average over all possible 
predictions during validation period (January 2013 – December 2013, N=359)
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Fig. 5 Predicted vs. observed daily NICU census data during a consistently higher census period (November 14 – 
20, 2013). Solid line represents the observed daily census during the selected 7-day time period. Dashed line repre-
sents the forecasted daily census values provided by the ARIMA(2,1,4)x(1,1,2)14 model. Dotted line represents the 
fixed average census approach.
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Variable

Mother’s Age

Mother’s Gravidity

Antibiotic Use

Steroid Use

MgSO4 Use

Multiple Gestation

Premature Delivery

Delivery Method

Gestational Age

Birthweight

Admission Weight

Apgar at 1 Minute

Apgar at 5 Minutes

Premature Rupture 
of Membranes

Outborn

Variable Type

Non-Negative Integer

Non-Negative Integer

Binary

Binary

Binary

Binary

Binary

Binary

Non-Negative Integer

Non-Negative Integer

Non-Negative Integer

Non-Negative Integer

Non-Negative Integer

Binary

Binary

Definition

The age of the patient’s mother in years on the data of birth

Mother’s total number of pregnancies including admitted patient

Any identified antibiotic use by patient’s mother, prenatal or dur-
ing labor

Any identified steroid use by patient’s mother, prenatal or during 
labor

Any identified Magnesium Sulfate use by patient’s mother, pre-
natal or during labor

Admitted patient was one of multiple gestations

Admitted patient was delivered with a gestational age of less 
than 37 weeks

Patient was delivered by vaginal birth or caesarean section

The gestational age of the patient in weeks

The weight of the patient in grams at time of birth

The weight of the patient in grams at time of initial admission to 
NICU

Patients Apgar score at 1 minute after birth

Patients Apgar score at 5 minutes after birth

Rupture of amniotic sac at least 1 hour prior to start mother’s 
labor

Patient born in Christiana Care Health System hospital

Table 1 Definition of patient level variables used in forecasting models

Table 2 Mean Absolute Percentage Error (MAPE) [Root Mean Square Error (RMSE)] values of the best-fitting fore-
casting models and the fixed average census approach for different census periods during January – December 2013. 
MAPE values are measured as percentages. RMSE values are measured in number of patients.

Model

Fixed average census approach

ARIMA(1,0,0)

ARIMA(1,0,0)x(1,1,2)7

ARIMA(2,1,4)x(1,1,2)14

Linear Regression 

January
14 – 20, 2013
(High Census)

0.192 [12.294]

0.056 [4.016]

0.042 [3.420]

0.039 [3.211]

0.075 [5.149]

April
1 – 7, 2013
(Low Census)

0.180 [7.681]

0.080 [3.636]

0.098 [4.288]

0.078 [3.462]

0.059 [2.755]

May 
3 – 9, 2013
(Average Cen-
sus)

0.038 [2.035]

0.059 [3.662]

0.062 [3.618]

0.067 [3.912]

0.063 [3.331]

Average MAPE
[RMSE]
of All
Predictions

0.119 [6.272]

0.074 [3.775]

0.073 [3.686]

0.081 [4.090]

0.071 [3.622]
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