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Summary
Objective: To summarize recent research and present a selection of the best papers published in 2014 in the field of clinical Natural Language Processing (NLP).
Method: A systematic review of the literature was performed by the two section editors of the IMIA Yearbook NLP section by searching bibliographic databases with a focus on NLP efforts applied to clinical texts or aimed at a clinical outcome. A shortlist of candidate best papers was first selected by the section editors before being peer-reviewed by independent external reviewers.
Results: The clinical NLP best paper selection shows that the field is tackling text analysis methods of increasing depth. The full review process highlighted five papers addressing foundational methods in clinical NLP using clinically relevant texts from online forums or encyclopedias, clinical texts from Electronic Health Records, and included studies specifically aiming at a practical clinical outcome. The increased access to clinical data that was made possible with the recent progress of de-identification paved the way for the scientific community to address complex NLP problems such as word sense disambiguation, negation, temporal analysis and specific information nugget extraction. These advances in turn allowed for efficient application of NLP to clinical problems such as cancer patient triage. Another line of research investigates online clinically relevant texts and brings interesting problems such as cancer patient triage. Another line of research is tackling text analysis methods of increasing depth. The full review process highlighted five papers addressing foundational methods in clinical NLP using clinically relevant texts from online forums or encyclopedias, clinical texts from Electronic Health Records, and included studies specifically aiming at a practical clinical outcome.

Introduction
In 2015, the IMIA Yearbook starts a new section entitled clinical Natural Language Processing (NLP). For the purpose of this section, we define clinical NLP as Natural Language Processing applied to clinical texts or aimed at a clinical outcome. This clearly encompasses NLP applied to texts in Electronic Health Records (EHRs), which is the case of the bulk of information extraction for decision support or clinical research. We also considered as clinically relevant applications the automatic analysis of patient-authored texts or speeches for the purpose of diagnosis, or the analysis of patient-oriented communication, which leads to delivering better health information to the public.

Selection Process
Our pre-selection of papers followed a three-step process. First, queries were sent to two bibliographic databases relevant for the topic of clinical Natural Language Processing: MEDLINE and ACL Anthology. We used the PubMed interface (http://www.ncbi.nlm.nih.gov/pubmed/) and the ACL Anthology Searchbench (http://aclasb.dfki.de/). Additionally, we examined the full list of papers published in the major Medical Informatics journals. Second, we examined the retrieved titles and abstracts to select articles which met the following selection criteria: (1) NLP was performed on clinically relevant texts, (2) the work aimed at a clinical outcome, and (3) the contribution was significant from both the NLP and clinical standpoints. Third, selected articles were grouped by broad topics and ranked. We further refined this selection in order to cover each of the topics while ensuring that the final selection comprised a variety of topics, authors and venues. We then browsed the full text of the final 15 papers across all categories. In the list of references provided at the end of the synopsis, a star indicates papers that were in the selection of candidate best papers.

The MEDLINE queries (see Figure 1) used the metadata recommendations from Lamy et al. [1] combined with (1) the MeSH keyword Natural Language Processing, and (2) free text keywords that were derived from introspection of the section editors and the authors of the survey paper published in the NLP section of the 2015 edition of the Yearbook. The ACL Anthology query restricted our selection to the most selective conferences (ACL, EMNLP, NAACL, EACL, COLING, CONLL) and workshops (ACL BioNLP). It used the free text keywords medical, clinical and health.

The systematic collection of papers through queries brought back 122 titles and abstracts. Additionally, the manual perusal of the table of contents of three major Medical Informatics journals in which most NLP research is published: JAMIA, JBI and BMC Bioinformatics (section on Knowledge-based analysis) identified 32 more papers, resulting in a total selection of 154 papers. Review papers and correspondence were then discarded in order to keep only original research contributions. A significant number of papers were also discarded because they focused more on biological vs clinical aspects, or on knowledge representation vs NLP.
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Topics in Clinical NLP

Based on the review of the papers published in 2014, we noticed two main lines of research: foundational methods in clinical NLP, and clinical applications of NLP.

1. MEDLINE query with MeSH keyword

```plaintext
```

2. MEDLINE query with free-text keywords

```plaintext
( (English [LA] AND journal article [PT] AND 2014 [dp] AND hasabstract[text] ) NOT pubstatusaheadofprint ) AND ((medical OR clinical OR natural) AND “language processing”) AND (“Patient-Centered” OR care OR coordination) OR (”clinical text” OR ((medical or health or clinical) AND (narratives or notes))) AND ((semantic or syntactic) AND annotation AND (model or scheme or guidelines)) OR ((annotation or annotator) AND agreement) OR (corpus or dataset) OR (tools or tool or system or software or application) )
```

Fig. 1 MEDLINE search queries used to retrieve papers relevant to the clinical NLP section

Foundational Methods in Clinical NLP

A number of papers aim at designing or optimizing NLP methods and resources, which contributes to progress in clinical text processing. Annotated text corpora are a key resource to develop NLP systems. However, creating an annotated clinical corpus that can be used for research, whether inside or outside a medical center, raises issues of privacy. This is why automatic de-identification [3-7] remains a very active area of research. While de-identification aims at masking identifying information, while keeping a high sensitivity in its detection, the risk that it also removes information useful for subsequent research must be assessed [5]. Many de-identification efforts target entities that can link a clinical document to an individual patient. However, protected health information (PHI) covers actual clinical information, which can by itself link a record to a patient. Automatically identifying such information was addressed by Sánchez et al. [7]. Progress continues in parallel in the design of text annotation methods, which results in more reliable datasets [3]. Automatically pre-annotating texts before they are provided to human annotators contributes to faster and more consistent annotation [4, 6, 8, 9].

After these steps, core NLP methods can be investigated on the de-identified and/or annotated texts. We organize the rest of this section according to the usual order of components in a typical text-processing pipeline.

- At the lexical level (i.e. word-level semantics), Henriksson et al. [10] investigate distributional semantics methods for synonym extraction and abbreviation expansion.
- Chasin et al. [11] address the disambiguation of clinical terms found in EHRs ranging from highly frequent to mildly frequent by assigning a specific UMLS concept denoting the sense associated to terms in context. They assess the contribution of unsupervised methods, compared to rich domain knowledge and find topic models to perform well.
- Stenetorp et al. [12] address Semantic Category Disambiguation, which is positioned at a coarser granularity and seeks to assign semantic types to terms in context. They rely primarily on lexical domain knowledge and allow multiple category attributions for a given term.
- At the syntactic level, Laippala et al. [13] study syntactic parsing using statistical methods for domain adaptation on clinical Finnish.
- At the semantic level (i.e. sentence level semantics), a rich body of work addresses the detection of specific types of information, often expressed in named entities: body site, severity modifiers [14], medications [15-16]; problems, procedures, lab tests, and medications [17], tumor-related information, e.g., size and body site [18]. One step further in the analysis is the task of further characterizing entities of interest. For instance, Sohn et al. address entity normalization for medications by automatically mapping entities into the concept unique identifiers of RxNorm [15]. Other work also addresses the tasks of negation [19] and context [20-21] detection, which are found to be difficult to generalize across languages or even datasets in the same language. Within-sentence analysis can then be used to perform sentence classification in online health communities to detect the presence of adverse drug reactions [32] or to categorize a sentence as conveying emotional or informational support to other users [23].
- Finally, at the discourse level, an emerging line of research addresses the extraction of complete clinical timelines across documents [22, 33].

Applications of NLP with a Clinical Purpose

A number of papers primarily aim at a clinical outcome, while using NLP methods with significant depth. The clinical impact of these contributions is sometimes notable by
The field of clinical NLP is thriving through the contributions of both NLP researchers and healthcare professionals interested in applying NLP techniques for concrete healthcare purposes. Clinical NLP research is very diverse in terms of the types of texts and languages studied. The field is becoming mature for practical applications with a significant clinical impact.

### References

In the reference list below, we order publications according to the two main topics identified in this review. Papers that were shortlisted as best paper candidates are marked with a *. These fifteen papers were submitted to evaluation by Yearbook reviewers, and the five papers in Table 1 were finally selected as 2014 best papers.


### Concluding Remarks

Interestingly, while most research uses clinical notes found in EHRs, other research uses other texts with a clinical purpose, such as patient-authored texts [7, 9, 23, 30, 32]. In addition, some research compares or combines clinical texts with other types of texts [10, 12, 32]. Also of note, some research addresses a wide range of languages other than English, including Chinese [17, 18], Dutch [20], Finnish [13, 29], French [4], and Swedish [10, 16, 21].

### Table 1

Best paper selection of articles for the IMIA Yearbook of Medical Informatics 2015 in the section ‘Clinical Natural Language Processing’. The articles are listed in alphabetical order of the first author’s surname.

<table>
<thead>
<tr>
<th>Section</th>
<th>Authors</th>
</tr>
</thead>
</table>
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B. Applications


Appendix: Content Summaries of Selected Best Papers for the 2015 IMIA Yearbook, Section Clinical Natural Language Processing

Byian Pl, Caragea C, Mitra P, Yen J
Identifying emotional and informational support in online health communities

Proc COLING 2014 Sept:827-36

This paper presents an analysis of the interactions in an online cancer support community. It draws from sentiment analysis methods to identify emotional messages (which express concern, understanding or sympathy) and provide encouragement, affirmation and validation) and informational messages (which focus on providing advice, knowledge and referrals). The authors perform automatic sentence classification using a variety of syntactic, lexical and other linguistic features. The authors provide an annotated corpus of 1,066 forum sentences. Even though the clinical applications of this work can seem remote, it can be seen as putting forth methods that can help healthcare providers to yield insight on how best to communicate with patients by characterizing the contributions of opinion leaders in online communities. In this work, emotional support was shown to prevail over informational support in the contributions of opinion leaders. This could have implications for physicians’ understanding on how to behave to convey influential advice to patients. This work also illustrates how patients can benefit from medical help from sources outside health professionals.

Carrell DS, Halgrim S, Tran DT, Buist DS, Chubak J, Chapman WW, Savova G
Using natural language processing to improve efficiency of manual chart abstraction in research: the case of breast cancer recurrence


This paper describes the state of the art of clinical NLP in a very clear and educational
way. It presents a study aiming to address a major bottleneck of clinical research: the costs and time associated with the manual analysis of clinical data. The authors report on the successful use of state-of-the-art natural language processing techniques to correctly identify cases of cancer recurrence among women with previous breast cancer. Specifically, they perform automatic classification of breast cancer recurrence based on EHR content. Open source cTAKES is used to obtain document sections, as well as concepts and assertion features for the classifier. The overall classification module was evaluated on a large dataset of 1,472 patients. The practical impact of this work is a 10-fold decrease in the need for chart abstraction, though with an 8% loss in case detection. This study is remarkable for illustrating the potential of advanced NLP in clinical practice.

Chasin R, Rumshisky A, Uzuner Ö, Szolovits P

Word sense disambiguation in the clinical domain: a comparison of knowledge-rich and knowledge-poor unsupervised methods

J Am Med Inform Assoc 2014 Sep-Oct;21(5):842-9

This paper addresses an important topic in clinical NLP, namely Word Sense Disambiguation (WSD). It focuses on unsupervised WSD methods, using Bayesian topic modeling and evaluating with a freely available clinical dataset where 50 ambiguous target clinical terms are tagged with senses encoded by Unified Medical Language System (UMLS) concepts. A much larger unlabeled version of this dataset is also used to create the topic models. The authors evaluate a variety of approaches and find that Latent Dirichlet Analysis (LDA) with a simple bag-of-word representation performs better than knowledge-rich methods, including graph-based semantic similarity, which use UMLS concepts directly. They also observe that the addition of bags of “clinical phrases” (phrases matching UMLS terms after normalization) and syntactic dependency information brings further improvements to the LDA methods.

Raghavan P, Fosler-Lussier E, Elhadad N, Lai A

Cross-narrative temporal ordering of medical events

Proc ACL 2014:998-1008

This paper shows how a timeline of medical events documented across multiple clinical narratives in a single patient record can be inferred. The paper builds on previous work identifying medical events and temporal expressions within a single document. It describes a general framework for aligning sequences of events drawn from multiple documents. To obtain the timelines, a weighted finite state representation is used that allows the consideration of temporal and co-reference relations between medical events described in the clinical narratives. The paper compares the weighted finite state method to pairwise alignment using dynamic programming, and finds the finite state method to be superior. Even though the test corpus used for the evaluation is somewhat small (7 patients, 80 documents), this work is remarkable for addressing the complex NLP task of temporal analysis in multiple documents. Furthermore, it also evaluates the contribution of co-reference and intra-narrative relations in a practical setting.

Wu S, Miller T, Masanz J, Caarr M, Halgrim S, Carrell D, Clark C

Negation’s not solved: generalizability versus optimizability in clinical natural language processing


This paper asserts that a review of clinical NLP work addressing negation detection shows excellent results for this task with F-measure scores often in the high 90s. Although this could lead to the conclusion that negation is a solved problem, the authors point out that a more accurate conclusion is that negation detection can be optimized for a given dataset but not necessarily solved across the board. The paper supports this idea by a systematic comparison of different techniques for negation detection in clinical documents using four publicly available datasets. The authors note that the four datasets provide a different picture of negation through significant variation in the annotation guidelines for the types of entities affected by negation as well as how the boundaries of these entities are defined. The results are interesting and the conflict between optimizability and generalizability likely applies to other tasks in clinical NLP. Even though the authors do not provide either a general linguistically motivated definition of negation, or a solution to make progress towards generalizability, this is a nice study articulating the difficulty of negation detection.