Leveraging Large Language Models (LLM) for the Plastic Surgery Resident Training: Do They Have a Role?
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Abstract

Introduction Large language models (LLMs) are designed for recognizing, summarizing, translating, predicting, and generating text-based content from knowledge gained from extensive data sets. ChatGPT4 (Generative Pre-trained Transformer 4) (OpenAI, San Francisco, California, United States) is a transformer-based LLM model pretrained on public data as well as data obtained from third-party sources using deep learning techniques of fine tuning and reinforcement learning from human feedback to predict the next text. We wanted to explore the role of LLM as a teaching assistant (TA) in plastic surgery.

Material and Methods TA roles were first identified in available literature, and based on the roles, a list of suitable tasks was created where LLM could be used to perform the task. Prompts designed to be fed in to the LLM (specifically ChatGPT) to generate appropriate output, were then created and fed to the ChatGPT model. The outputs generated were scored by evaluators and compared for interobserver agreement.

Results A final set of eight TA roles were identified where a LLM could be utilized to generate content. These contents were scored for usefulness and accuracy. These were scored independently by the eight study authors in a scoring sheet created for the study. Interobserver agreements for content accuracy, usefulness, and clarity were 100% for content generated for the following: interactive case studies (generation), simulation of preoperative consultations, and generation of ethical considerations.

Discussion LLMs in general and ChatGPT (on which this study is based) in specific, can generate answers to questions and prompts based on huge amount of text fed into the model for training the underlying language model. The answers generated have been found to be accurate, readable, and even indistinguishable from human-generated text. This capability of automated content synthesis can be exploited to generate summaries to text, answer short and long answers, and generate case scenarios. We
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Introduction

Large language models (LLMs) are designed for recognizing, summarizing, translating, predicting, and generating text-based content from knowledge gained from extensive data sets. These are deep learning models, trained on massive volumes of text data using an unsupervised learning artificial intelligence (AI) algorithm to predict and generate text based on user input.  

ChatGPT (Generative Pre-trained Transformer 4) (OpenAI, San Francisco, California, United States) is a transformer-based LLM model pretrained on public data as well as data obtained from third-party sources using deep learning techniques of fine tuning and reinforcement learning from human feedback to predict the next text. Strengths of the model lie on analyzing, predicting, and generating text (known as natural language processing) in a conversational manner based on user input. This makes it suitable for wide variety of time-consuming text-based outputs like (but not limited to) generating lesson plans, designing curricula, creating assessment materials, summarizing textbooks or articles, and providing personalized learning content. This process of “automated content synthesis” (ACS) allows users to focus on core competencies and drive innovations. Studies have been done on use of LLM in health care delivery and medical education. The study objective was to evaluate the role of LLMs like ChatGPT as a teaching assistant (TA) to plastic surgery residents. A TA is someone who assists teachers by providing teaching and learning support in whatever way possible. A traditional TA has two main roles to play, support the students in their learning process and support the instructors in the effective delivery of the course content.

Material and Methods

The roles of a TA were first identified in available literature, and based on the roles, a list of suitable tasks was created where LLM could be used to perform the task. Prompts designed to be fed in to the LLM (specifically ChatGPT) to generate appropriate output, were then created. Each prompt was created to request a specific TA task from the LLM. The prompts were fed to ChatGPT and outputs generated were analyzed for content accuracy and usefulness. The outputs were evaluated by a two set of evaluators. The first set composed of the evaluators who were aware of the use of LLM to generate the outputs and the second set of evaluators blinded from the source of content. The scores of all observers were compared for interobserver variability and agreement using kappa statistics.

Results

As a first step of this project a set of TA roles were identified and from among these, roles suitable for LLM were short-listed. The authors could identify only three tasks suitable for LLM, that is, assisting faculty with classroom instruction, records, and assignments, grading assignments or papers, and providing feedback on assignments. As can be seen, all the identified roles were oriented toward supporting the course instructor and none were directed toward assisting the residents.

To identify if there were any roles a LLM model could play in supporting residents as well as any other teaching-related tasks in plastic surgery, a prompt was fed into the ChatGPT dialog box “suggest use case scenarios for LLM in teaching of Plastic Surgery.” The roles listed in the response were then analyzed by the authors to see whether it was relevant to the objective in question, appropriate for using a LLM model, and feasible by the LLM model. Relevance and appropriateness of a particular AI-generated task was resolved by discussion among authors and by checking LLM responses in certain cases. Items which were either irrelevant or inappropriate were excluded from the final list of tasks to be evaluated for feasibility. Of the 10 roles identified by LLM, role related to research, like research assistance, was excluded as our aim was to identify use case scenarios for academic
plastic surgery. Similarly, a role “collaborative learning platform” which referred to the integration of LLM into the learning management systems was also excluded as it did not appear feasible at the moment. A suitably designed prompt relevant to the role to the LLM model was submitted to the model, so as to generate an output. The output was scored for accuracy, usefulness, and clarity by two sets of evaluators on a Likert scale. The first set consisted of five evaluators who were aware of LLM as the source of the content. The second set consisted of three evaluators who were blinded to the source of the content.

### Roles Identified for LLM

A final set of eight TA roles were identified, where a LLM could be utilized to generate content. These contents were

<table>
<thead>
<tr>
<th>Sl.no.</th>
<th>LLM-generated roles for assisting in plastic surgery education</th>
<th>Score (0 = no, 1 = yes)</th>
<th>Whether the LLM identified roles is Relevant (for the student)</th>
<th>Appropriate (for the present study)</th>
<th>Feasible (for the authors)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Virtual tutor</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Interactive case studies (generation)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>Simulation of preoperative consultations</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>Procedure step-by-step guidance</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>Research assistance</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Decision-making support</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>Collaborative learning platform</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Ethical considerations (generation)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Enhancing surgical skills</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Postoperative care and complication management</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Abbreviation: LLM, large language models.
scoring system based on the scenarios generated and patient details, examination findings, a possible diagnosis, and treatment plan. All evaluators agreed with the usefulness of the role and accuracy of the content. With suitable prompts, the LLM was able to generate multiple-choice objective questions based on the scenarios generated and subjective questions, for stimulating critical thinking and recall among residents.

**Simulation of preoperative consultations:** The LLM was used to create preoperative consultation scenarios in plastic surgery to generate realistic patient concerns and expectations and present it to students. This would help students practice their communication skills and learn how to address patient concerns effectively.

Prompts used: “simulate a preoperative consultation to help Plastic surgery residents students develop their communication skills and learn how to address patient concerns effectively by generating realistic patient concerns and expectations for a patient requiring free Latissimus dorsi flap for a leg defect.”

“simulate a preoperative consultation to help Plastic surgery residents students their communication skills and learn how to address patient concerns effectively by generating realistic patient concerns and expectations for a patient requiring breast implant and augmentation for hypoplastic breast due to Poland’s syndrome. Create two suitable questions for residents based on the above scenario.”

The LLM generated two scenarios one on use of free latissimus dorsi flap for leg defect and second on use of breast implants for breast augmentation in Poland syndrome.

Percent overall agreement = 100 and 66.67%, respectively, for the two scenarios.

There was absolute agreement among all evaluators on the usefulness of the role as well as clarity of the content generated. However, evaluators felt that content should be reviewed by instructors prior to administration to residents.

**Procedure step-by-step guidance:** The aim was to use the LLM to provide detailed, step-by-step guidance on various plastic surgery procedures, enabling students to learn at their own pace and reinforcing their understanding of surgical techniques.

Prompts used: “list the operative steps of pollicization for thumb hypoplasia”

“list the steps for microsurgical arterial anastomosis for a Plastic Surgery resident”

The evaluators were asked to score on accuracy, usefulness, and completeness of the content. While there were agreements on the usefulness of the content and role, there were disagreements among authors on the accuracy, clarity, and completeness of the generated content.

Percent overall agreement = 37.50 and 30%, respectively, for the two procedures.

Here, it is important to note that while the model gave fairly accurate procedural steps it did have inaccurate statements for the pollicization prompt like “Neurovascular anastomosis: Reapproximate the radial digital neurovascular bundles to provide sensation and blood supply to the new thumb.” Neurovascular approximation is not done in pollicization rather the index finger is rotated in to thumb position over an intact neurovascular pedicle.

Evaluators felt that some critical steps were missed out on in the content and were likely to cause confusion among residents.
Decision-making support: The aim is to utilize LLM to create content to help plastic surgery residents weigh the pros and cons of different surgical approaches or techniques, promoting informed decision-making. This decision-making process would allow the resident to develop a comprehensive understanding of various surgical techniques and their applications in different clinical scenarios.

Prompt used: “give an example for a plastic surgery resident on use of LLM for Decision-making Support: LLMs can be used as a tool to help students weigh the pros and cons of different surgical approaches or techniques, promoting informed decision-making.”

The model created a content with a patient scenario having a leg defect in the lower third and gave a comparison between the two options, microvascular free latissimus dorsi flap and free anterolateral thigh flap.

Percent overall agreement = 36.67%.

While the evaluators were in good agreement on the accuracy and usefulness of the content, there was disagreement on clarity of the content. Moreover, the evaluators felt that responses were too generic and additional factors (for example, defect factors, patient factors, etc.) were not taken into consideration by the LLM when generating responses.

Ethical considerations (generation): The LLM was used to generate content with the aim to stimulate discussions on ethical dilemmas that may arise in plastic surgery practice, helping students develop a strong ethical foundation.

Prompt used: “generate discussions on ethical dilemmas on a scenario that may arise in plastic surgery practice, to help residents develop a strong ethical foundation.”

The LLM generated a case scenario of a female requesting rhinoplasty with unrealistic expectations, thus creating a dilemma for the operating surgeon to whether to operate or not in such a situation. The model also identified discussion points which may be taken into consideration to arrive at a decision, namely, patients’ expectations, psychological factors, informed consent, patient autonomy versus surgeon expertise, and financial incentives.

Percent overall agreement = 100.00%.

All the evaluators were in absolute agreement on the usefulness, accuracy, and clarity of the content generated.

Enhancing surgical skills: The LLM was prompted to generate content with the aim to provide tips and tricks to residents for refining surgical skills, including suturing techniques, tissue handling, and instrument use.

Prompt used: “Give an example of use of LLM in Enhancing Surgical Skills: LLMs can provide tips and tricks for refining surgical skills, including suturing techniques, tissue handling, and instrument use.”

The LLM generated content directed toward a resident wanting to refine their suturing techniques and tissue handling skills during a cleft lip repair procedure.

Percent overall agreement = 36.67%.

While there was absolute agreement between the evaluators on the content clarity, there were disagreements regarding the accuracy and usefulness of the content. The evaluators felt that importance was not given to individual steps in the generated content. They also felt that this being more of a psychomotor role, LLM would not be able to assist residents as a standalone module.

Postoperative care and complication management: The LLM model was used to create content with the aim to educate students on postoperative care protocols and how to manage potential complications that may arise after plastic surgery procedures.

Prompt used: “Suggest a postoperative care protocol for a 10-month-old child undergone Bardach palatoplasty for complete cleft palate. Suggest potential complications and way to manage them.”

Percent overall agreement = 53.33%.

There was good agreement among the evaluators on the content clarity and usefulness, though some errors were identified in the content generated. For example, for the given prompt one statement said “4. Wound care: Clean the surgical site gently with a cotton swab dipped in sterile saline or water, ensuring that no food particles or debris accumulate at the site. Apply antibiotic ointment as recommended by the surgeon,” which was not accurate for palatoplasty. Evaluators, though, felt that resident learning could be reinforced on specified postoperative protocols through the generated content.

Discussion

LLMs in general and ChatGPT (on which this study is based) in specific, are capable of generating answers to questions and prompts based on huge amount of text fed into the model for training the underlying language model.9 The answers generated have been found to be accurate, readable, and even indistinguishable from human-generated text.10 This capability of ACS can be exploited to generate summaries to text, answer short and long answers, and generate case scenarios. Inherent to the underlying model is the inability to reason or create original knowledge. Hence, this makes it unsuitable as a primary source of factual information, a disclaimer also given by the creators of ChatGPT on its chat interface. While there have been concerns on the use of ChatGPT in education and few universities and countries even going to the extent of blocking them, there seems to be available opportunities to integrate these in learning activities to aid students and teachers.11

Plastic surgery as a field often encompasses a broad variety of procedures that require a unique blend of art, creativity, and precision. Well-trained LLMs can offer theoretical knowledge and detailed technical insights, contributing to a cognitive foundation. However, the actual execution in the operative room, and the dexterity it demands, cannot be taught by an LLM.

We could identify a few scenarios where the LLM could in general be utilized to play the role of a TA and aid plastic surgery residents in particular. In addition, these models could also be used by students to obtain feedback and gain reflection which itself stimulates critical thinking. Each domain of Bloom’s Taxonomy, namely, the cognitive, affective, and psychomotor, can be addressed to some extent by the LLM (Table 3). For the cognitive domain, LLMs like
ChatGPT4 (as in our study) can provide conceptual knowledge and facilitate analytical thinking by engaging in discussions or scenario simulations. However, as we found in our study, the factual accuracy of the present models cannot be relied upon. LLM development being a rapidly changing field, this limitation may soon be overcome if the models are trained upon subject-specific technical content and have access to latest information and guidelines. The affective domain can be approached through discussing case scenarios that focus on empathy and professional values. For the psychomotor domain, while the LLM cannot perform physical demonstrations, it can provide step-by-step guidance, explanations of techniques, and respond to queries on practical aspects.

While the LLM was able to carry out the different roles of a TA in this study, it is important to identify roles which it could carry out adequately without a secondary check, that is, interactive case studies (generation), simulation of preoperative consultations, and generation of ethical considerations scenarios. The model was found to need secondary check of content generated in other roles. This was because the output in the former was more of a language output in a clinical scenario with low emphasis on content accuracy and the model has been adequately designed to carry out such activities. Activities needing presentation of factual information where there is a high emphasis on content accuracy will not be a suitable independent role for an LLM. Such generated content has to be validated by a subject expert.

It has to be remembered that the quality of output in LLM depends on the preciseness of the input prompt. As the model has been designed to identify words and present output in response to these words, a precise, well-described input prompt would generate an appropriate output. Nonetheless, it is preferable to check the accuracy of output responses.

TAs, albeit human, have been supporting teachers and students in an educational system. The idea of a virtual TA seems innovative and useful, where such assistants can be available at the fingertips of residents undergoing plastic surgical training.12,13

The Indian National Medical Commission’s current Competency-Based Medical Education model can be incorporated into the LLM’s virtual tutor task. Using the “Must Know, Need to Know, Good to Know” model, the LLM can be designed to prioritize information in response to queries, based on the categorization of these domains. For instance, for a “Must Know” topic, the LLM could provide comprehensive details while for a “Good to Know” topic, it might offer a brief overview unless more details are requested. In addition, the LLMs’ capacity in objective structured clinical examination-based teaching and evaluation can be an interesting avenue for future research.

In the present era of evidence-based medicine, LLMs like ChatGPT4 can be trained to generate text based on the level of evidence available. However, it is important to note that at present ChatGPT4 cannot independently evaluate the quality of the evidence since its knowledge is based on preexisting data up to its last training cutoff, which for ChatGPT4 is September 2021. In future, these capabilities can be augmented by model training and allowing access to latest information.

With rapid strides in the development of AI in general and LLMs in particular, the possibility of having virtual TAs seems real. These language models have been trained on humongous amounts of textual data and their strength lies in rapidly generating text-based outputs to user inputs. Although all these models are in experimental phase and have not been converted into commercial applications, there lies an opportunity where the foundational models of ChatGPT and other LLMs can be fine-tuned to subject-specific activities and be made available as a personal chatbot.14 Studies have demonstrated the use of these models as virtual surgical assistants.15

The advantages of LLMs also lie in the fact that most of the present generational learners are comfortable with the use of technology in their daily academic lives and so also the ubiquitousness of mobile devices in education and health care.16 LLMs can thus behave as personal TAs to them aiding in cognitive and to some extent affective domains of learning. The conversational nature of output in ChatGPT is likely to retain learner attention and this makes it more attractive as a guide compared to routine search engines. They can assist in the cognitive domain of learning by aiding in knowledge acquisition, comprehension, and application.

Table 3 List of identified roles for LLM as a teaching assistant and the domains of the roles according to Bloom’s Taxonomy

<table>
<thead>
<tr>
<th>Sl. no.</th>
<th>LLM generated roles for assisting in plastic surgery education</th>
<th>Domains according to Bloom’s Taxonomy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Virtual tutor</td>
<td>Cognitive</td>
</tr>
<tr>
<td>2</td>
<td>Interactive case studies (generation)</td>
<td>Cognitive</td>
</tr>
<tr>
<td>3</td>
<td>Simulation of preoperative consultations</td>
<td>Cognitive</td>
</tr>
<tr>
<td>4</td>
<td>Procedure step-by-step guidance</td>
<td>Psychomotor</td>
</tr>
<tr>
<td>5</td>
<td>Decision-making support</td>
<td>Cognitive</td>
</tr>
<tr>
<td>6</td>
<td>Ethical considerations (generation)</td>
<td>Affective</td>
</tr>
<tr>
<td>7</td>
<td>Enhancing surgical skills</td>
<td>Psychomotor</td>
</tr>
<tr>
<td>8</td>
<td>Postoperative care and complication management</td>
<td>Affective</td>
</tr>
</tbody>
</table>

Abbreviation: LLM, large language models.
LLMs can also contribute to the affective domain of learning by encouraging learners to develop attitudes and responses as a reaction to simulated patient conversations, ethical dilemmas, and values conducive to professional growth (Table 4).

The known concerns of LLMs include the ability to hallucinate, which means creation of imaginary content which sound real in response to a text input, lack of privacy, as all data entered into the model are used for training the underlying model further. Hence, it is strictly recommended not to enter personal information into the system. Other known concerns include environmental concerns due to the use of massive amounts of computational resources which consume significant energy and contribute toward carbon emissions.17,18

This study has tried to evaluate the role of LLM in plastic surgery residency programs and is the first such study to use ChatGPT4 model. The generated responses have been objectively and independently scored by the evaluators and inter-observer agreements have been calculated for the responses. The study has a few limitations, including a smaller number of evaluators and use of only one LLM although multiple such models are available. In addition, scores of a few responses and clinical scenarios of plastic surgery could only be evaluated. It is likely the study outcomes will change with a higher number of evaluators and case scenarios. Further larger studies with randomization, response evaluation by larger number of evaluators, or response evaluation even by residents could throw in more insights.

The future of education is an evolving landscape, where models like ChatGPT and others will play significant roles. With gradual acceptance of LLM in higher education, it is a matter of time when these models will prove to be useful as TA in the domain of plastic surgery education.19,20

**Conclusion**

This study has attempted to identify the use of LLM for resident training in plastic surgery. Incorporating LLMs into the educational arsenal of plastic surgery residency programs can provide a dynamic, interactive, and individualized learning experience for residents and prove to be worthy TAs of future.
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**Table 4** List of advantages and disadvantages of using large language models in plastic surgical training

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Drawbacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Access to a vast amount of information</td>
<td>1. Lack of direct instructor interaction</td>
</tr>
<tr>
<td>2. Automated content synthesis</td>
<td>2. Technical limitations (availability of Internet, mobile devices, etc.)</td>
</tr>
<tr>
<td>4. Interactive learning experience</td>
<td>4. Limited opportunity for practical application</td>
</tr>
<tr>
<td></td>
<td>5. Environmental concerns due to use of large computational resources</td>
</tr>
<tr>
<td></td>
<td>6. Limited validation of experimental models</td>
</tr>
<tr>
<td></td>
<td>7. Potential for overreliance on technology</td>
</tr>
<tr>
<td></td>
<td>8. Challenges in assessing practical skills</td>
</tr>
</tbody>
</table>

---
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