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Summary
Objectives: Analyze the content of publications within the medi-
cal natural language processing (NLP) domain in 2021.
Methods: Automatic and manual preselection of publications to 
be reviewed, and selection of the best NLP papers of the year. 
Analysis of the important issues.
Results: Four best papers have been selected in 2021. We also 
propose an analysis of the content of the NLP publications in 
2021, all topics included.
Conclusion: The main issues addressed in 2021 are related to 
the investigation of COVID-related questions and to the further 
adaptation and use of transformer models. Besides, the trends 
from the past years continue, such as information extraction and 
use of information from social networks.
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1   Introduction
Natural Language Processing (NLP) aims 
at providing methods, tools and resources 
designed in order to mine textual and narrative 
documents, and to make it possible to access 
the information they convey [1]. While hu-
man languages are complex (as an example, 
learning a human language requires many 
years in order to be fluent), the importance 
of using NLP approaches to mine documents 
produced by humans has been pointed out 
since a long time [2]. In this synopsis, we 
first present the selection process applied this 
year and then we analyze the content of some 
publications. More particularly, we focus on 
several important issues such as robustness of 
the methods, reproducibility of the results, as 
well as the originality of the research ques-
tions addressed in 2021.

2   The Selection Process
In order to identify all papers published 
during the year 2021 in the field of NLP 
for the biomedical domain, we queried two 
databases: Meline1, specifically dedicated to 
the biomedical domain, and the Association 
for Computational Linguistics (ACL) anthol-
ogy2, a database that brings together the major 
NLP conferences (ACL, COLING, EMNLP, 
LREC, NAACL, etc.) and journals, since 
some NLP studies concerning the biomedical 
domain are published in conferences and 
journals which are not indexed by PubMed.

1 https://pubmed.ncbi.nlm.nih.gov/
2 https://www.aclweb.org/anthology/

We applied the basic query we defined 
last year on MEDLINE: 

(English[LA] 
AND journal article[PT] 
AND 2021[DP] 
AND (medical OR clinical 
OR natural)
AND “language processing”)

all journal papers published in English in 
2021, having abstract, and composed of 
sequences “clinical language processing” or 
“medical language processing” or “natural 
language processing”. As of 2022, January 
17th, we collected 1,204 entries. We applied 
a similar query on the ACL anthology da-
tabase and collected 36 entries. In order to 
process those 1,240 papers, we automatically 
scored the papers. Indeed, all the candidate 
papers are not specifically related to the NLP 
domain despite the use of one of the three 
sequences from the query. For instance, they 
may be related to other sections from this 
Yearbook (Public health, Bioinformatics, 
Knowledge representation, etc.) and not 
address major issues of the NLP section. 
Hence, we applied three sets of rules we 
defined in 2018 and we reused each year, 
while identifying best papers in a previous 
edition, in order to compute global scores 
for each publication.

The first set of rules is based upon the 
name of the journal (both full name and 
concepts found in the name): 
• the positive score is assigned to the 

main journals in which the biomedical 
NLP research is usually published by 
the NLP community (Biomedical in-
formatics insights, International journal 
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of medical informatics, Journal of the 
American Medical Informatics Associ-
ation (JAMIA) Journal of Biomedical 
Informatics (JBI), BMC bioinformatics); 

• the negative score is assigned to journals 
not specifically related to NLP, but to 
other domains such as Cognitive studies 
and Communication disorders (Neurosci-
ence, Human brain mapping, Operative 
neurosurgery, Speech therapy, etc.). We 
also dismiss survey papers and papers 
published in the IMIA Yearbook. We 
manually defined this set of journals in 
order to rule out those false positives. 

The second set of rules relies on concepts 
found in both the title and abstract of papers: 
• the positive score is assigned to concepts 

typically involved in papers related to 
NLP. Those concepts may be related to 
objectives, resources, and tools (such 
as natural language processing, NLP, 
named entity recognition, NER, part of 
speech, POS, tagged words, semantic, 
syntax, biomedical entity, meanings, 
electronic health record, EHR, reports, 
notes, clinical text, text corpus, free text, 
unstructured text, tweets, PubMed, So-
cial Media, MedDRA, UMLS, annotated 
data, Metamap); 

• the negative score is assigned to concepts 
that are usually involved in studies re-
lated to disorders involving anatomical 
parts or language abilities (such as 
word processing, language production, 
language comprehension, voice quali-
ty, posterior superior temporal gyrus, 
pSTG, posterior superior temporal 
sulcus, pSTS, inferior fronto-occipital 
fasciculus, IFOF, dorsolateral prefrontal 
cortex, cortex, language lateralization, 
chemical fragment, fragment chemistry, 
brain structures, verbal intelligence, 
cerebral, positive mismatch responses, 
pMMRs, prelingual, postlingual, cochle-
ar, aphasia, SAPS, cortical, language 
function, infants). 

The third set of rules is also applied on titles 
and abstracts, and focuses on the concepts 
describing the methodology used in papers: 
• the positive score is assigned to pa-

pers using classical NLP methods or 
evaluation metrics (such as annotation 

tool, text-mining, rule-based, regular 
expression, lexicon, CRF, recall, pre-
cision, F1-score, F-measure, accuracy, 
inter-annotator agreement, Kappa, clas-
sify/classifier, detect, extract, extraction, 
predict, predicting, text simplification, 
lexical simplification); 

• the negative score is assigned to papers 
claiming to use the NLP methods, such 
as pointed out by sequences like using 
natural language processing, using NLP, 
perform a Natural Language Processing 
analysis. Such papers are downgraded 
because the NLP claims are usually 
limited to the use of the existing and 
ready-to-use NLP tools while the main 
contribution of papers is related to the 
analysis of tool results rather than to the 
improvements made to the NLP meth-
ods and issues. Note that such papers 
are usually related to other areas from 
medical informatics: the researchers take 
advantage of the existing tools. 

Contrary to previous years, we also decid-
ed to limit the number of journals to be 
processed in order to dismiss either non-
NLP journals (e.g., cognitive issues are 
not related to natural language processing) 
and low-quality papers that would have 
been published in secondary journals. We 
focused on the top main NLP journals 
(namely JAMIA, JBI and JBS) since the 
best work in the NLP domain is generally 
published in those journals. Nevertheless, 
since the JAMIA is the journal of a US as-
sociation, it may have impacted the number 
of US papers finally kept as candidates.

For each of the 1,240 candidate papers, 
the final score ranked from 0.05 to 1 (cf. 
Figure 2). This score has been used as a 
meta element during the manual selection 
of the top-13 papers. Indeed, the section 

editors did not fully rely on the scores but 
only used them as additional information. 
Hence, both section editors independently 
browsed the abstracts, keywords and auto-
matic scores, and assigned a Yes / Maybe / 
No score to each paper. All papers having at 
least a Yes or Maybe score have been kept 
for the next step of the selection. At this 
stage, 116 candidate papers remained (i.e., 
a subset of 9.35% of the whole dataset). We 
then performed an adjudication process, in 
order to choose the final 13 candidates to be 
proofread by external reviewers. We payed 
attention to the topics addressed by the re-
searchers so as to provide enough diversity. 
As a result, out of the thirteen papers, nine 
come from the USA, two from the UK, one 
from Canada and one from South Korea. 
This year, we noticed that our process pro-
duces an unexpected selection of candidates 
mainly from English-speaking countries, 
with an over-representation of papers from 
the USA. We hypothesize that, in this post-
COVID-19 period, researchers from the US 
maintained their level of submissions while 
European researchers decreased the number 
of submitted papers.

Table 1 lists the four best papers of the 
2022 IMIA Yearbook for the NLP section.

In the next sections, we present the main 
issues and approaches addressed in the 
preselected publications.

3   Current Trends in 
Biomedical NLP
To present the current trends in biomedical 
NLP observed during this last year, we pro-
pose an analysis of 200 top-citations accord-
ing to the scores computed automatically. 
First, we analyze the languages addressed 

Fig. 2   Distribution of papers according to the filter scores.
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Table 1    Best paper selection for the NLP section of the IMIA Yearbook of Medical Informatics 2022.The articles are listed in alphabetical order 
of the first author’s surname. 

Section 
Natural Language Processing

 Flamholz ZN, Crane-Droesch A, Ungar LH, Weissman GE. Word embeddings trained on published case reports are light-
weight, effective for clinical tasks, and free of protected health information. J Biomed Inform 2022 Jan;125:103971. 
 Majewska O, Collins C, Baker S, Björne J, Brown SW, Korhonen A, Palmer M. BioVerbNet: a large seman-tic-syntactic 

classification of verbs in biomedicine. J Biomed Semantics 2021 Jul 15;12(1):12.
 Ding X, Mower J, Subramanian D, Cohen T. Augmenting aer2vec: Enriching distributed representations of adverse event 

report data with orthographic and lexical information. J Biomed Inform 2021 Jul;119:103833.
 De Angeli K, Gao S, Danciu I, Durbin EB, Wu XC, Stroup A, Doherty J, Schwartz S, Wiggins C, Damesyn M, Coyle L, Penber-

thy L, Tourassi GD, Yoon HJ. Class imbalance in out-of-distribution datasets: Improving the robustness of the TextCNN for 
the classification of rare cancer types. J Biomed Inform 2022 Jan;125:103957. 

(Section 3.1) in this year publications. 
Second, we focus on the topics studied by 
researchers. For this, we first analyze the key-
words provided by the authors (Section 3.2). 
Then, we group our observations along two 
lines: main approaches and methods used 
(Sections 3.3 and 3.4), and some frequent 
topics studied (Sections 3.5 and 3.6).

3.1   Languages Addressed
We can observe that, in 2021, researchers 
mainly concentrated on studying En-
glish-language data. Indeed, compared 
to previous years, a fewer number of 
languages were covered: Chinese [3-10], 
Dutch [11], French [12, 13], Italian [14-16], 
Japanese [17], Korean [18, 19], Norwegian 
[20], and Spanish [21-13]. Besides, except 
for Chinese, there were also very few 
works done for the languages represented 
in publications.

We assume that the reasons leading to this 
situation may be due to the topics addressed 
and approaches used: (1) for some topics, 
like COVID-19 or clinical trials, the data 
are mainly available in English and are very 
limited in other languages, and (2) for some 
approaches, like those related to language 
models, the necessary volume of the data 
can be available in English only. The issue 
related to the availability of large and anno-
tated language data in different languages is 
yet the stumbling block for NLP.

3.2   Keywords
We studied the distribution of keywords used 
to index those 200 top papers. This distri-
bution gives us a global overview of what 
is important for authors since they chose 
such keywords to index their papers. We 
give here the number of papers for which the 
keyword has been used in order to highlight 
the amount of papers for which this keyword 
is relevant. To rephrase it, other papers cer-
tainly used those techniques or domains but 
their authors did not consider it important to 
use those keywords. We thus observed the 
following trends for 2021: 
• more than half of those papers (123 papers) 

propose the generic “natural language pro-
cessing” keyword or its more specialized 
one “clinical natural language processing”, 
meaning that their work still relies on 
NLP-based approaches, rather than “ar-
tificial intelligence” (10 papers) which is 
not used by the original NLP community 
but has been adopted by data scientists; 

• “machine-learning” techniques are still 
more used (30 papers) than “deep learn-
ing” techniques (21 papers) or approaches 
specifically based on “CNN” and other 
“neural networks” (4 papers); “word 
embeddings” and “contextualized em-
beddings” are also central for a significant 
number of papers (12 papers); the use of 
“BERT” and other “transformer” models 
is also important for some other studies 
(9 papers); we also noticed a few papers 

focusing on strategies to improve results, 
such as “data augmentation” (4 papers), 
“ensemble” techniques (3 papers), and 
“feature selection” (2 papers); 

• several authors also present keywords to 
highlight the content they used to perform 
their work: this year, we noticed slightly 
more papers based on “electronic health 
records” or “clinical notes” or “clinical 
texts” or “radiology reports” (31 papers) 
than “social media” or “twitter” (19 pa-
pers); beyond the more complex access to 
EHRs, the need for pharmacovigilance in 
these pandemic times makes it mandatory 
to search for patient testimony; 

• out of all tasks addressed in those papers, 
we noticed the following ones that are still 
widely processed: “named entity recogni-
tion” (11 papers), “information extraction” 
(8 papers), “topic modeling” (3 papers), 
“text classification” (3 papers), “relation 
extraction” (3 papers), “sentiment anal-
ysis” (2 papers), “event extraction” (2 
papers), and “clustering” (2 papers); 

• in terms of thematic, the first subject 
still concerns “COVID-19” or “corona-
virus” studies (18 papers), including for 
“pharmacovigilance”, “epidemiology”, 
“infodemiology” or “infoveillance” pur-
poses (11 papers); other studies focus 
on specific diseases, such as “cancer”, 
“cardiovascular disease”, “dementia”, 
“heart failure”, “mental health”, “pain”, 
“pulmonary embolism”, “stroke” (2 
papers for each keyword); more specifi-
cally, the identification and/or processing 
of “social determinants of health” (3 
papers) as well as “adverse drug event” 
and “adverse drug reaction” (4 papers) 
were also considered; we also observed 
an insight on specific clinical services in 
those studies: “emergency department”, 
“ophtalmology”, and “radiology” (all of 
them for less than 4 papers). At last, a spe-
cific need for “evidence-based medicine” 
(3 papers) also occurred. 

Even if those keywords give a global view 
of work done in these papers, they only 
reflect a small and general part of the work 
that has been done by the authors. Indeed, 
keywords are essentially used for indexing 
papers—whether those keywords are free or 
required from a given terminology—while 
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we used them to draw an overview of the 
research done last year. Nevertheless, the 
trends observed within the set of keywords 
are also reflected in the analysis provided in 
the following sections.

3.3   Information Extraction
The purpose of information extraction is to 
localize directly within textual unstructured 
documents specific pieces of information, like 
mentions of patients, their disorders, proce-
dures, drugs, adverse events, various relations, 
etc. Thanks to many years of research and 
several NLP challenges [24-28], information 
extraction is now one of the NLP areas which 
currently delivers reliable and exploitable 
results, which of course requires that the 
methods are first adapted and fitted to a given 
research problem. Hence, the information 
extraction methods are quite widely used in 
various clinical contexts for extracting dif-
ferent kinds of entities and relations, such as: 
• detection of events [29, 30], including 

self-harm events [31];
• extraction of diagnoses [13, 32-35] and 

their codes [36-38]; 
• recognition of named entities [5, 14, 39-

41], and more specifically of personal 
information [21, 42, 43] and family 
history [20];

• localization of advices [44] and argu-
ments [45] in scientific literature;

• extraction of relations [46-48], including 
temporal [49] and causality [50, 51] 
relations. 

Recruitment of patients for clinical trials is one 
of the research questions which heavily relies 
on information extraction methods. Indeed, 
the inclusion and exclusion criteria require to 
consider various aspects related to patients, 
their history, habits, treatment, procedures, etc. 
In 2021, several publications were dedicated to 
this research question [52-54], thus following 
the tendency from past years.

3.4   Language Models
Language models group together a set of 
methods based on word embeddings. More 
specifically, transformer-based models are 
being researched more intensively: BERT 

[55], BioBERT [56], FlauBERT [57], etc. 
These models indeed provide excellent results 
for different NLP tasks and applications. This 
may explain their heavy exploitation in a 
majority of publications cited in this chapter. 
We indeed witness a kind of BERTization of 
the NLP area: to obtain competitive results, 
the exploitation of the BERT-issued models 
is indicated. Yet, such models need high 
computation resources and large annotated 
corpora to train new models. To overcome 
these limitations, several alternative solu-
tions have been addressed this year by 
researchers: fine-tuning of existing models 
[58-63], domain adaptation [43, 64], transfer 
learning [48, 50, 60], self-training [43]. To 
go further in these directions, new trends 
were also observed in 2021, like reuse of 
older architectures based on fastText [65] and 
word2vec [66] enriched with basic language 
information: orthographic and lexical [67], 
syntactic-semantic classes [68], medical 
knowledge [46], subword embeddings [14, 
69], vector retrofitting [67, 68].

Note also that multi-task systems were 
also proposed and can satisfy several NLP 
tasks adapted to the medical area [41].

3.5   COVID-19
Due to the recent pandemic situation, 
COVID-19 remains an important issue ad-
dressed by researchers in 2021. In previous 
years, the main source of data was represent-
ed by social networks: this kind of data was 
emerging, and the researchers had to exploit 
population-created contents. This year, we 
can observe a new tendency, which consists 
of exploiting different sources of data: social 
networks, scientific literature, and also clinical 
data. Hence, this year, the sources available 
cover all the aspects of the COVID-19 cycle: 
clinical observations, scientific research, and 
population experience. This indicates that 
the data on COVID-19 are becoming more 
widely available and, more specifically, are 
also describing a larger number of patients 
with COVID-19, especially in hospitals. This 
permits a more systematic and comprehensive 
study of aspects related to COVID-19, such as: 
• extraction of diagnoses and symptoms 

related to COVID-19from clinical text 
[13, 34, 35, 64]; 

• link between COVID-19 and mental 
health [70];

• creation of a symptom lexicon on sequelae 
due to COVID-19 from clinical notes [71];

• preparing clinical trials for COVID-19 
vaccination [53];

• generation of dialogues on COVID-19 to 
help population in a better understanding 
of inherent issues [4],

• finding advices in the scientific literature 
on different aspects related to COVID-19 
in order to help the population get timely 
answers to their questions [44];

• detection of disinformation about 
COVID-19 vaccines in social media [72], 

• a scoping review on the analysis of the use 
of AI methods applied in the COVID-19 
research [73]. 

3.6   Mental Health
The processing and study of neurological 
and psychiatric disorders remains another 
important topic, which has been investigated 
by researchers for several years. This year, 
we can notice several issues:
• improvement of the diagnosis of this kind 

of disorders thanks to NLP methods [74];
• identification of the temporal evolution 

and stage of mental disorders in order to 
improve their treatment [16];

• detection of self-harm and suicidal data 
[31, 75];

• link of mental health with other disorders, 
like COVID-19 [70, 76], HIV [77], can-
cers [78], or drug abuse [79];

• analysis of psychedelic session narratives 
in order to predict changes in substance 
use [80];

• creation of online support systems for 
people suffering from mental disorders 
[78,  81]. 

4   Conclusion
NLP researchers are evolving in accordance 
with the time they are living in, which is 
mainly reflected by two aspects in 2021: (1) 
from the methodological point of view, the 
researchers are using methods that proved 
their efficiency for different NLP tasks, 
including within the clinical context, such in-
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formation extraction methods for localizing 
and extracting precise pieces of information 
in medical documents or transformer-based 
approaches for improving the overall results 
thanks to a better representation of textual 
data; (2) from the thematic point of view, the 
issues related to COVID-19, mental health, 
oncology, etc. are attractive and timely for 
the research. While in previous years there 
was a great deal of variability in the languag-
es addressed by the researchers, this variabil-
ity is reduced in 2021. We assume this is due 
to the little textual data available for some 
topics and languages. In this context, the 
researchers worked on available annotated 
datasets in English. Some additional time 
will be necessary to create and enrich similar 
datasets in other languages.

For future researches, and especially for 
papers describing experiments using BERT-
based models, we hope that the authors 
will focus more on analyzing the results 
than on providing basic discussions about 
computed results that range between 0.95 
and 1.00, regardless of the metric used. In-
deed, if current publications mainly rely on 
quantitative results, they lack constructive 
perspectives and qualitative insights. Deep 
learning must proceed together with an in-
depth analysis of the obtained outcomes! In 
addition, knowledge must not be discarded 
in NLP-based research and algorithms must 
not be the only solution.
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