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Abstract Introduction The prediction of the length of hospital stay after elective total hip
arthroplasty (THA) is crucial in the perioperative evaluation of the patients, and it plays
a decisive role from the operational and economic point of view. Internationally, big
data and artificial intelligence have been used to perform prognostic evaluations of this
type. The present study aims to develop and validate, through the use of artificial
intelligence (machine learning), a tool capable of predicting the hospital stay of
patients over 65 years of age undergoing THA for osteoarthritis.
Material and Methods Using the electronic records of hospital discharges de-
identified from the Department of Health Statistics and Information (Departamento
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de Estadísticas e Información de Salud, DEIS, in Spanish), the data of 8,970 hospital
discharges of patients who had undergone THA for osteoarthritis between 2016 and
2018 were obtained. A total of 15 variables available in the DEIS registry, in addition to
the percentage of poverty in the patient’s borough of origin were included to predict
the probability that a patient would have a shortened (< 3 days) or prolonged (> 3
days) stay after surgery. By usingmachine learning techniques, 8 prediction algorithms
were trained with 80% of the sample. The remaining 20% was used to validate the
predictive capabilities of the models created from the algorithms. The optimization
metric was evaluated and ranked using the area under the receiver operating
characteristic curve (AUC-ROC), which corresponds to how well a model can distinguish
between two groups.
Results The XGBoost algorithm had the best performance, with an average AUC-ROC
of 0.86 (standard deviation [SD]: 0.0087). Secondly, we observed that the linear
support vector machine (SVM) algorithm obtained an AUC-ROC of 0.85 (SD: 0.0086).
The relative importance of the explanatory variables showed that the region of
residence, the administrative health service, the hospital where the patient was
operated on, and the care modality are the variables that most determine the length
of stay.
Discussion The present study developed machine learning algorithms based on free-
access Chilean big data, which helped create and validate a tool that demonstrates an
adequate discriminatory capacity to predict shortened versus prolonged hospital stay
in elderly patients undergoing elective THA.
Conclusion The algorithms created through the use of machine learning allow to
predict the hospital stay in Chilean patients undergoing elective total hip arthroplasty.

Resumen Introducción La predicción de la estadía hospitalaria luego de una artroplastia total
de cadera (ATC) electiva es crucial en la evaluación perioperatoria de los pacientes, con
un rol determinante desde el punto de vista operacional y económico. Internacional-
mente, se han empleado macrodatos (big data, en inglés) e inteligencia artificial para
llevar a cabo evaluaciones pronósticas de este tipo. El objetivo del presente estudio es
desarrollar y validar, con el empleo del aprendizaje de máquinas (machine learning, en
inglés), una herramienta capaz de predecir la estadía hospitalaria de pacientes chilenos
mayores de 65 años sometidos a ATC por artrosis.
Material y Métodos Empleando los registros electrónicos de egresos hospitalarios
anonimizados del Departamento de Estadísticas e Información de Salud (DEIS), se
obtuvieron los datos de 8.970 egresos hospitalarios de pacientes sometidos a ATC por
artrosis entre los años 2016 y 2018. En total, 15 variables disponibles en el DEIS,
además del porcentaje de pobreza de la comuna de origen del paciente, fueron
incluidos para predecir la probabilidad de que un paciente presentara una estadía
acortada (< 3 días) o prolongada (> 3 días) luego de la cirugía. Utilizando técnicas de
aprendizaje de máquinas, 8 algoritmos de predicción fueron entrenados con el 80% de
la muestra. El 20% restante se empleó para validar las capacidades predictivas de los
modelos creados a partir de los algoritmos. La métrica de optimización se evaluó y
ordenó en un ranking utilizando el área bajo la curva de característica operativa del
receptor (area under the receiver operating characteristic curve, AUC-ROC, en inglés), que
corresponde a cuan bien un modelo puede distinguir entre dos grupos.
Resultados El algoritmo XGBoost obtuvo el mejor desempeño, con una AUC-ROC
promedio de 0,86 (desviación estándar [DE]: 0,0087). En segundo lugar, observamos
que el algoritmo lineal de máquina de vector de soporte (support vector machine, SVM,
en inglés) obtuvo una AUC-ROC de 0,85 (DE: 0,0086). La importancia relativa de las
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Introduction

In Chile, total hip arthroplasty (THA) for the treatment of
severe osteoarthritis is guaranteed by law for patients over
65 years of age.1However, little is known about the results of
THA in this particular group of patients, and there is no
national scientific publication (to our knowledge) that
addresses the issue of hospital stay, which has a leading
role in the era of value-based arthroplasty.

In the world and particularly in the United States, a
sustained decrease in the length of hospital stay of patients
after THA has been observed, without increased risks.2

Recently it has even been proven that the outpatient modal-
ity can be successful in a select group of patients.3,4 The
length of hospital stay for patients over 65 years of age in the
United States (2015-2016) averaged 1.8 days.5 In Chile, these
data have not been published.

Several tactics can be used to reduce thehospital stay after
THA, including standardized management protocols,6,7 and
other tactics that go hand in hand with the prediction of
potential perioperative complications.8,9 Among the chal-
lenges of THA in our country, we have described the rele-
vance of keeping our perioperative approach updated and
with the same standards as those of the leading countries on
the subject.10

Aswe advance in the global crisis caused by the COVID-19
pandemic, elective surgery is performed with a reduced
hospital stay, without compromising patients’ safety.11,12

Surgeons should be able to predict the occurrence of possible
complications, as well as to determine the possible length of
hospital stay in their patients.

Machine learning is one of the branches of artificial
intelligence13, and it is understood as the manner in which
computer algorithms (that is, machines) can “learn” relation-
ships or complex patterns based on empirical data and,
therefore, produce mathematical models that link a large
number of covariates to a target variable of interest.14

In themedical field, among other applications, this means
being able to predict, based on data extracted from special-

ized electronic records, risk scores (in the form of regression
and prognosis) to help clinicians make more efficient and
accurate decisions; therefore, machine learning can be a
support tool in clinical decision making. Specifically in
arthroplasty, studies15–17 involving this technology have
gained momentum, providing assistance to solve complex
problems that we face in our practice.18

Our hypothesis is that the machine learning process can
predict the length of hospital stay in patients undergoing THA,
which has a dual purpose in clinical practice: 1) to help
improve the group with a high probability of a short stay,
further reducing their stay; and 2) to identify the groupwith a
low probability of a short stay, to improve their perioperative
care and eventually bring them safely to the short stay group.

The objective of the present study is to develop and
validate, using machine learning, a tool capable of predicting
the length of hospital stay of patients over 65 years of age
undergoing THA for osteoarthritis.

Materials and Methods

Funding
The present research project andmanuscript were funded by
the 2020 Research Grant of the Chilean Society of Orthopae-
dics and Traumatology.

Data Source and Study Population
The present is a registry study. Databases of hospital dis-
charges for the years 2016, 2017 and 2018 were collected
from the website of the Department of Health Statistics and
Information (Departamento de Estadísticas e Información en
Salud, DEIS, in Spanish) of the Chilean Ministry of Health.19

Each of these databases contains de-identified records of all
hospital discharges from both public and private centers in
our country, including 39 columns with data related to each
of the individualized hospital discharges. Each of these
records contains characterisctics pertaining to demograph-
ics, the hospital center, discharges, diagnosis, etc. In the

variables explicativas demostró que la región de residencia, el servicio de salud, el
establecimiento de salud donde se operó el paciente, y lamodalidad de atención son las
variables que más determinan el tiempo de estadía de un paciente.
Discusión El presente estudio desarrolló algoritmos de aprendizaje de máquinas
basados en macrodatos chilenos de libre acceso, y logró desarrollar y validar una
herramienta que demuestra una adecuada capacidad discriminatoria para predecir la
probabilidad de estadía hospitalaria acortada versus prolongada en adultos mayores
sometidos a ATC por artrosis.
Conclusión los algoritmos creados a traves del empleo del aprendizaje de máquinas
permiten predecir la estadía hospitalaria en pacientes chilenos operado de artroplastia
total de cadera electiva.
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studied period, the data of 4,944,017 hospital discharges
were collected. Considering the 39 aforementioned columns,
the total volume of individual variables to be discriminated
and evaluated was of 192,816,663.

Considering that the data of each particular case is de-
identified and comes from a public database (the identifica-
tion is an alphanumeric code with no personal data, not
linkable to an individual patient), the present study did not
require authorization from the ethics committee.

From the primary data source, a derived database was
created, including only patients aged � 65 years who under-
went THA (or total hip endoprosthesis) for osteoarthritis.
These cases are covered under the Explicit Guarantees in
Health.1 These cases were selected through codes 2104129
(Total hip endoprosthesis, does not include prosthesis) and
2104229 (Total hip endoprosthesis, includes prosthesis) of the
Chilean National Health Fund (Fondo Nacional de Salud,
FONASA, in Spanish), which correspond to the M16 diagnosis
(coxarthrosis) on the International Classification of Diseases,
10th revision (ICD-10), with all its secondary classifications.
Patientswith any kindof health insurance and fromall parts of
Chile operated between 2016 and 2018 were included. Pro-
cedures coded as 2104129 and 2104229 performed for a
diagnosis of proximal femur fracture (S72 diagnosis on the
ICD-10) and cases that were discharged from the hospital
categorizedas “deceased”were excluded. The sample included
all the cases registered in our country for the indicated period.

Clinically-Relevant Outcome (Variable to Predict)
According to literature,20 hospital stays longer than three
days can be considered prolonged in the context of elective
THA. In the present study, short stay will be defined as
shorter than or equal to three days, and prolonged stay, as
those longer than three days, it must be considered that, for
the studied period, the experience in outpatient THA was
limited to certain groups in our country.4

A prediction of the length of hospital stay was made as a
binary variable, described as a function of two classes based
on the days of hospitalization. Thus, the variable to be
modeled takes two possible values: “short stay” or “pro-
longed stay”.

Predictive variables
From the group of 39 individual variables for each of the DEIS
hospital discharges corresponding to the study population,
21 were chosen (►Table 1) because they were considered
relevant by the group of authors at the time of data process-
ing. The data records were complete for each of the variables.
Of these, 16 variables were used when performing a predic-
tive process for hospital discharge. In addition, the variable
“percentage of poverty in the borough” extracted from the
database of the Chilean Ministry of Social Development was
included.21 There were no missing data in the registry used,
so it was not necessary to perform imputation techniques.22

It is important to note that the DEIS database contains

variables collected for epidemiological purposes, and does
not capture enough data at the level of individual patients.
Consequentely, this model excludes variables such as comor-
bidities, functionality, and surgical details that could certain-
ly influence the length of hospital stay.

Data Preparation (Sample Balance)
For the correct processing of the nominal variables, they
were transformed using one-hot encoding, that is, multiple
dichotomous columns that represented the existence or not
of a particular characteristic for each specific hospital dis-
charge. In terms of the processing of continuous variables,
their scale was standardized in the range between 0 and 1,
with 0 corresponding to the minimum value in the original
data, and 1, to the maximum for each of them. Furthermore,
given that there is a higher proportion of cases with 3 or
more days, it was necessary to balance the training sample23

following an oversampling procedure of the underrepresent-
ed class.24

Training and Testing of the Classification Algorithms
For the present study, different algorithms and hyperpara-
meter configurations available in computer code libraries for
the Pythonprogramming languagewere tested. In particular,
seven algorithms available in the sklearn package were
tested (logistic regression, decision tree classifier, linear
support vector machine, naive bayes, random forest classifi-
er, adaboost, andmultilayer perceptron).Although a detailed
description of the operation of each algorithm is outside the
scope of the objectives of this article, the intuition behind
this selection refers to the trade-off between predictive
power and the possible interpretation and transparency
capacity of the models created (so that the evaluation of
the predictors of themodel are not under the influence of the
authors once they have been integrated into the project). In
the literature on machine learning, it is common to group
algorithms depending on whether they use systems of
mathematical equations as a fundamental modeling strate-
gy, or whether they generate computational decision rules,
the latter tending to be easier to interpret. The most ad-
vanced models, for example, random forest or multilayer
perceptron (a type of artificial neural network) can contain
thousands of decision rules or mathematical equations,
potentially having millions of parameters to estimate and
interpret. Thus, the algorithms of logistic regression, support
vector machines, naive bayes, and multilayer perceptron are
based on systems of mathematical equations. On the other
hand, the decision trees, random forest, and adaboost algo-
rithms generate a set of computational decision rules.

As aforementioned, as the number of equations or deci-
sion rules generated by the algorithms increases, it is typi-
cally expected that the predictive performance of the
algorithm improves. However, increasing the complexity of
the model by adding equations or rules also increases the
difficulty of human interpretation of the models created.
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Table 1 Variables available in the database of the Department of Health Statistics and Information (Departamento de Estadísticas
e Información de Salud, DEIS, in Spanish)

Item from the DEIS hospital discharge database

No Variable name Description Datatype Used in the model

1 ID_PACIENTE Unique and anonymous
identifier of the patient

Text Just to discard duplicates

2 ESTABLECIMIENTO_SALUD Hospital code Number Included as a possible
predictor

3 GLOSA_ESTABLECIMIENTO_SALUD Hospital name Text Not included in the model

4 PERTENENCIA_ESTABLECIMIENTO_SALUD Hospital classification
(part of the National
Health Services System or
not)

Text Included as a possible
predictor

5 SEREMI SEREMI (Regional Minis-
terial Health Department)
code

Number Included as a possible
predictor

6 SERVICIO_DE_SALUD Health Service code Number Included as a possible
predictor

7 SEXO Code of the biological sex
of the patient

Number Included as a possible
predictor

8 FECHA_NACIMIENTO Patient’s birthdate Date Not included in the model

9 EDAD_CANT Numerical record of the
patient’s age at admission

Number Included as a possible
predictor

10 TIPO_EDAD Unit of measurement of
age, according to the
modality described in
values

Number Not included in the model

11 EDAD_AÑOS Age in years of the patient
at the time of admission

Number Not included in the model

12 PUEBLO_ORIGINARIO Code of the town of origin
code

Number Not included in the model

13 PAIS_ORIGEN Code of the country of
origin

Number Not included in the model

14 GLOSA_PAIS_ORIGEN Classification of the
country of origin

Text Used to exclude foreign
patients

15 COMUNA_RESIDENCIA Code of the borough of
residence

Text Included as a possible
predictor

16 GLOSA_COMUNA_RESIDENCIA Name of the borough of
residence

Text Not included in the model

17 REGION_RESIDENCIA Code of the region of
residence

Text Included as a possible
predictor

18 GLOSA_REGION_RESIDENCIA Name of the region of
residence

Text Not included in the model

19 PREVISION Patient’s health insurance
code at the time of
admission

Number Included as a possible
predictor

20 BENEFICIARIO FONASA beneficiary code Text Included as a possible
predictor

21 MODALIDAD FONASA modality Code Number Included as a possible
predictor

22 PROCEDENCIA Code of origin of the pa-
tient at the time of
admission

Number Not included in the model

25 ANO_EGR Year of discharge Number Not included in the model
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Therefore, it is also possible to group the algorithms into
“open boxes” or “closed boxes”. According to this classifica-
tion, the algorithms of logistic regression, decision trees,
support vector machines, and naive bayes are considered
more of the “open-box” type, generating fewer or more
equations according to the order in which they were listed,
and the algorithms random forest, adaboost, and multilayer
perceptron, as “closed boxes”, generating fewer or more
decision rules according to the order in which they were
listed.

In addition, due to their good level of performance in other
similar binary classification tasks, an additional family of
algorithms, called gradient boosting trees, was included,
which would also belong to the group of “closed boxes”
that generates a large number of computational rules, which

was implemented through the XGBoost package (an open-
source software library).

The model was tested using 80% of the available data, and
the remaining 20% was reserved to confirm the predictive
capabilities of themodel. This part of the data is traditionally
called a test sample. Additionally, a resampling process, or
boostrapping of 100 iterations, was carried out in order to
obtain confidence intervals of the adjustment and perfor-
mance figures of the selected models.

Evaluation and Adjustment of Models
To evaluate the performance of the algorithms and predictive
models, we used their discrimination power (quantified as
the area under the receiver operating characteristic curve,
AUC-ROC25) in the data.

Table 1 (Continued)

Item from the DEIS hospital discharge database

No Variable name Description Datatype Used in the model

26 FECHA_EGR Date of discharge Date Not included in the model

27 AREA_FUNCIONAL_EGRESO Code of the level of care or
functional area from
which the patient was
discharged

Number Included as a possible
predictor

28 DIAS_ESTAD Days of total stay Number Variable that was the
objective

29 CONDICION_EGRESO Code of the condition at
patient discharge

Number Used to exclude discharges
resulted from decease

30 DIAG1 International Classifica-
tion of Diseases, 10th re-
vision (ICD-10) code of
the main diagnosis

Text Included as a possible
predictor

31 GLOSA_DIAG1 Classification of the main
diagnosis

Text Included as a possible
predictor

32 DIAG2 Code of the external
cause

Text Not included in the model

33 GLOSA_DIAG2 Classification of the ex-
ternal cause

Text Not included in the model

34 INTERV_Q Surgical intervention
code

Number Used to exclude discharges
without associated surgery

35 CODIGO_INTERV_Q_PPAL FONASA main surgical in-
tervention code

Text Used to identify cases

36 GLOSA INTERV_Q_PPAL Classification of the main
surgical intervention

Text Included as a possible
predictor

37 PROCED Procedure code Number Not included in the model

38 CODIGO_PROCED_PPAL FONASA main procedure
code

Text Not included in the model

39 GLOSA_PROCED_PPAL Classification of the main
procedure

Text Not included in the model

�40 % POBREZA COMUNA Poverty rate in the
borough

Number Included as a possible
predictor

Note: �Data obtained from the website of the Chilean Ministry of Social Development.
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The optimization metrics were evaluated and ranked
using AUC-ROC, which corresponds to how well a model
can distinguish between two groups. The level of discrim-
ination was classified as excellent (0.9–1), good
(0.8–0.89), fair (0.7–0.79), poor (0.6–0.69), and failed
(0.5–0.59).26

Other traditional metrics for classification problems are
also reported, which include: “accuracy”: the ratio of the
correct number of predictions over the total samples; “average
precision”: average accuracy of the predictions based on the
percentage of positive predictions that are correct; “preci-
sion”: ameasurement of the accuracy of a prediction based on
the percentage of positive predictions that are correct; “re-
call”: measurements of the percentage of positive scientific
predictions against possible positives in the dataset; and “F1”:
harmonic average of precision and recall, with the best value
being 1 (perfect precision), and the worst, 0. For each of the

above, the estimated confidence intervals are also reported
based on the resampling or bootstrapping procedure.

Model Report
The report of the model in the present manuscript uses
international recommendations for this type of study,27,28

with the transparent reporting of a multivariable prediction
model for individual prognosis or diagnosis (TRIPOD)
checklist.28

Results

In total, 8,970 caseswere included (►Figure 1): 5,662women
(63.12%) and 3,308 (36.88%) men. Their median age was of
72 years, with an interquartile range of 9 years, and a range
between 65 and 97 years (►Figure 2).

The final sample included 6,746 (75.21%) FONASA
patients, 1,599 (17.82%) patients from private healthcare
insurers (instituciones de salud previsional, ISAPRES, in
Spanish), and 625 (6.97%) patients from other health insur-
ers. Of the FONASA patients, 286 (4.2%) were type-A bene-
ficiaries, 4,801 (71.2%), type-B beneficiaries, 469 (6.9%) ,
type-C beneficiaries, and 1,191 (13.3%), type-D beneficiaries.
In this same group of FONASA patients, 5,321 (78.9%) were
operated on under the institutional-caremodality, and 1,425
(21.1%), under the free-choice modality.

The 4 most frequent diagnoses were M169 (6,124 cases;
68.27%), M161 (1,623 cases; 18.09%), M160 (862 cases;
9.61%), and M167 (176 cases; 1.96%).

The 5most frequent boroughs of origin of the patient were
Las Condes (426 cases; 4.75%), Viña del Mar (365 cases;
4.07%), La Florida (253 cases; 2.82%), Puente Alto (239 cases;
2.66%), and Santiago (235 cases; 2.62%), which corresponds
to 16.92% of the total number of cases in Chile.

Fig. 1 Total hip arthroplasty due to arthrosis between 2016 and 2018
(codes 2104129 and 2104229, with ICD-10 diagnosis: M16 and its
derivatives).

Fig. 2 Population pyramid according to gender for the 8970 cases of primary THA due to coxarthrosis.

Chilean Journal of Orthopaedics and Traumatology Vol. 62 No. 3/2021 © 2021. Sociedad Chilena de Ortopedia y Traumatologia. All rights reserved.

Machine learning predicts hospital stay after THA Diaz-Ledezma et al.186



One hundred hospital centers performed THAs in
patients with osteoarthritis in the period studied. A
total of 5,133 (81.88%) cases were operated on in centers
that are part to the National Health Services System, and
1,136 cases (18.12%) were operated on in private
centers.

The median number of days of stay was 4, with an
interquartile range of 2 days and a range between 1 and
143 days. Thehistogramof days of stay is shown in►Figure 3.

The days of stay categorized by type of hospital and health
insurance are shown in ►Figure 4.

In total, 2,968 patients had a short stay (33.09%), and
6,002 had a prolonged stay (66.91%).

Performance of the Decision Algorithms
Eight algorithms were evaluated both in the training and the
testing samples; however, these were ordered in a ranking
according to their performance in the test sample. The latter
is considered a better measurement of the performance of
the model when applied in real scenarios. Among them, the
XGBoost algorithm had the best performance, with an aver-
age AUC-ROC of 0.86 (SD: 0.0087). This means that the
XGBoost algorithm had the best performance when discrim-
inating between short and long hospital stays (longer or
shorter than three days). Secondly, we observe that the
Linear-SVM algorithm showed a very close AUC-ROC, of
0.8568 (SD: 0.0086), but with a lower SD.

Fig. 3 Days of stay.

Fig. 4 Days of stay according to health insurance and type of hospital center.
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►Table 2 shows the different classification metrics for
each of the evaluated algorithms. Following the concept of
accuracy (ratio of the correct number of predictions over the
total of samples), the XGBoost algorithmwas able to correct-
ly predict 81.74% of the time when a case corresponded to a
short or long stay.

To also inquire about the relative importance of the
explanatory variables, the importance score assigned by
the algorithm to the thirty most important variables is
reported in ►Figure 5. In this sense, the fact that the region
of residence, the health service, the health center where
the patient was operated on, and the care modality are the
variables that most determine the length of stay of
patients.

►Figure 6 shows a representative classification tree of the
XGBoost algorithm.

Discussion

Our research project successfully developed and validated a
model to predict the length of hospital stay in Chilean
patients over 65 years of age undergoing THA using artificial
intelligence in its machine learning modality and big data of
Chilean origin. The XGBoost algorithm had the best predic-
tive performance by discriminating when the hospital stay is
classified as shortened or prolonged (longer or shorter than
three days). We also found that the five most important
factors in this prediction, all freely accessible in the ministe-
rial database, are the region of residence, the health service,
hospital, and the FONASA modality of care. The accuracy of
the algorithm in terms of classification is good.

According to Ramkumar et al.,29 machine learning could
be described as a software that perform tasks automatically

Fig. 5 Relative importance of the 30 most important variables of the model for length of stay.

Fig. 6 A representative classification tree of the XGBoost algorithm.
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based on a data source without an explicit programming.
This technology has rapidly been incorporated into medi-
cine, and it represents the natural extension of traditional
statistical methods. Specifically in the arthroplasty litera-
ture, there are several recent publications that use machine
learning to create prediction models of length of hospital
stay and payments related to surgeries,29 probability of
complications,26 satisfaction30 etc. All of these publications,
like the present one, use extensive databases that can be
considered big data.31

Our study has several limitations and some notable
aspects. The first limitation is that it is a registry study;
therefore, there is a possible collection and coding bias that
could finally alter the results, especially considering that the
ICD-10 and FONASA codes are used to identify the studied
cases. Despite this observation, we believe that since it is a
ministerial database, with all the rigor that this implies, it is
solid enough to overcome this limitation. Secondly, none of
the database studies contains enough information at the
patient level.32 This is especially important in our work,
considering that most of the studies carried out in the
Northern Hemisphere using this methodology use variables
at the patient level, including comorbidities and, in some
cases, functionality.16,26,30 We consider this to be the main
flaw in our work; however, the database used is the only one
that allowed us to freely access big data at the national level.
Despite this observation, it is necessary to emphasize that
the role of the individual characteristics of the patient may
not be the most relevant one in explaining the length of
hospital stay in elective arthroplasty. Kang et al.33 demon-
strated, in a series of two thousand patients, that the main
determinants of prolonged stay in arthroplasty are social
factors: admission to hospital the day before surgery, and
late start with postoperative rehabilitation. In paralel, Burn
et al.34 showed that, although the individual factors of the
patients are relevant to explain the length of hospital stay in
arthroplasty, between 1997 and 2014 in the United King-
dom, a reduction in the length of stay was achieved due to
the improvement in the efficiency of the practices, given
that the profile of the patients remained stable. Further
reinforcing the fact that the individual characteristics of the
patients are secondary when explaining variability at the
time of hospital discharge, the Cleveland Clinic OME Arthro-
plasty Group demonstrated (using American big data) that,
in elective THA patients, “while the factors related to
patients explain some variation in the hospital stay, the
main culprits are the factors related to the procedure,
specifically the hospital”35 where the patient was operated
on, with the surgical approach used also having a determi-
nant role. This mentioned evidence helps to understand the
results of our study and to weigh the lack of individual
variables as a non-critical limitation of our model. Thirdly,
considering that the COVID-19 pandemic could have influ-
enced the practice of THA11 in Chile in terms of its postop-
erative period and earlier discharge from hospital,12,36 we
believe that the data corresponding to the years 2016-2018
may not be completely representative of the scenario that
we are going to experience in 2021. However, the funda-

mentals of our algorithm can be used to evaluate the results
of after THA hospital discharges registered for the year 2020
and beyond.

The question that arises is: is this calculator useful in our
scenario? The evaluation of the possibility of early or late
discharge from a highly-frequent surgery guaranteed by law
is of total relevance in public policies. Calculating the differ-
ent possibilities of early discharge for a FONASA patient who
undergoes surgery in hospital A versus hospital B, or clinic X,
is useful to visualize the variability that exists in practices.
When generating bundled-payment models, it is important
to predict whether the patient operated on in Hospital Awill
have a longer hospital stay than in Hospital B. The usefulness
of the “bedside” calculator may be limited by the absence of
free-access clinical big data in Chile, but, on the other hand,
the usefulness from the perspective of evaluating the perfor-
mance of institutions is very high. As we stated in the
objectives of the study, the identification of groups with a
high probability of a shortened stay (certain patients in some
hospitals) can help institutions to further improve their
practices. On the other hand, the identification of hospitals
that are not efficient in the management of their hospital
stays may help the authorities to allocate resources in order
to improve their practices.

Regarding the strengths of our study, we believe that the
first and most important is the achievement of a multidisci-
plinary effort involving four experts, two of them surgeons
and two engineers with formal education in artificial intelli-
gence, who performed the first study involving big data and
artificial intelligence in our specialty in Chile.

Conclusion

In the present study, we developed machine-learning algo-
rithms based on free-access Chilean big data, and we were
able to validate a tool that demonstrates an adequate dis-
criminatory capacity to predict the probability of a short-
ened versus prolonged hospital stay in elderly patients
undergoing THA for osteoarthritis.
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