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Objective We describe the design, implementation, and validation of an online,
publicly available tool to algorithmically triage patients experiencing severe acute
respiratory syndrome coronavirus (SARS-CoV-2)-like symptoms.

Methods We conducted a chart review of patients who completed the triage tool and
subsequently contacted our institution’s phone triage hotline to assess tool- and
clinician-assigned triage codes, patient demographics, SARS-CoV-2 (COVID-19) test
data, and health care utilization in the 30 days post-encounter. We calculated the
percentage of concordance between tool- and clinician-assigned triage categories,
down-triage (clinician assigning a less severe category than the triage tool), and up-
triage (clinician assigning a more severe category than the triage tool) instances.
Results From May 4, 2020 through January 31, 2021, the triage tool was completed

clinical decision 30,321 times by 20,930 unique patients. Of those 30,321 triage tool completions,
support 51.7% were assessed by the triage tool to be asymptomatic, 15.6% low severity, 21.7%
human-computer moderate severity, and 11.0% high severity. The concordance rate, where the triage
interaction tool and clinician assigned the same clinical severity, was 29.2%. The down-triage rate
improvement was 70.1%. Only six patients were up-triaged by the clinician. 72.1% received a COVID-
automated triage 19 test administered by our health care system within 14 days of their encounter, with a

algorithmic medicine  positivity rate of 14.7%.
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Conclusion The design, pilot, and validation analysis in this study show that this
COVID-19 triage tool can safely triage patients when compared with clinician triage
personnel. This work may signal opportunities for automated triage of patients for
conditions beyond COVID-19 to improve patient experience by enabling self-service,
on-demand, 24/7 triage access.

Background

People increasingly use the internet when they have con-
cerns about their health, with more than one-third of United
States (U.S.) adults using the internet to self-diagnose and
triage urgent and non-urgent symptoms.'~* However, inter-
net resources can often triage patients’ needs inaccurately,
generating worry among patients and unnecessary visits to
the emergency room or hospital.”*® Designed well, “triage
tools” could facilitate the patient receiving care from the
right provider, at the right time, from the right location, or
appropriately managing their symptoms at home.” In theory,
triage tools could also help reserve capacity in acute care
centers—emergency departments (EDs) and hospitals—for
urgent and emergent cases, potentially reducing overall
health care utilization while achieving similar if not better
outcomes.

Triage tools can be automated, using predefined algorithms
assessing patient-entered health information to guide patients
to the appropriate level of care.” During the COVID-19 pan-
demic, multiple factors, notably limited clinician supply and
the needs to avoid unnecessary in-person exposure and over-
whelming acute care centers, converged to fuel demand for
institutions across the country to deploy virtual, automated
approaches to safely and efficiently triage patients and opti-
mize provider resources.®~10

In both automated and clinician-performed triage, there
is aneed to assure patient safety while achieving operational
efficiency. These imperatives raised the question of whether
a chatbot—which by definition can achieve speed and cost-
efficient scale—could be designed to demonstrate clinical
triage accuracy and patient safety. Our team designed and
rapidly deployed an online chatbot that had two compo-
nents: a frequently asked questions module and an automat-
ed triage tool. The chatbot was available 24/7 and provided
immediate, automated responses to patient questions and
symptom concerns, increasing patient access to accurate
information and safe triage.!’ In this analysis, we describe
the design and implementation of our chatbot-embedded
triage tool, and then validate the tool’s automated triage
decisions against those made by human clinicians.

Objective

The aim of the study is to characterize the design, pilot
testing, and validation of a novel COVID-19 triage tool by
comparing triage categories assigned by the tool with triage
categories assigned by clinicians.
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Methods

Setting

The University of Pennsylvania Health System (UPHS) is a
large, regional academic medical center consisting of six
hospitals and hundreds of outpatient practices with more
than 1.5 million outpatient visits, 80,00 adult admissions,
and 130,000 ED visits annually.'?'3 As of April 2021, UPHS
had treated over 10,000 patients with COVID-19.

Automated Triage Tool and Triage Strategy

The authors have previously described the process of creat-
ing this triage tool."" To briefly summarize, the automated
triage tool was available through an online COVID-19 chatbot
accessible via our institution’s main website and the elec-
tronic health record (EHR) patient portal. While similar
“symptom checkers” already existed on several platforms,
we chose not to simply adopt those tools because the end
points too often prompted patients to contact their providers
who would then have to repeat a similar evaluation. By
integrating a triage tool within our health system, we hoped
to route patients to the appropriate level of care while
reducing unnecessary repetition of information.

To guide the design, the triage tool’s clinical strategy was
led by a team consisting of hospital epidemiologists, occu-
pational medicine, health informaticists, and physician and
nursing leadership. We recognized early on that training a
bot to understand all the various ways a patient may describe
their symptoms would be challenging. Instead, we con-
structed an algorithm that asked patients a prioritized
sequence of questions and provided them binary answer
options, focusing on only those questions that would influ-
ence the tool’s triage disposition. Using a triage algorithm
from a peer institution as a starting point, we edited and
restructured the order of questions such that patients were
asked as few questions as possible to determine their triage
category. At this point, the triage tool would display triage
categories for patients with additional instructions based on
their clinical severity. (available
in the online version) shows this triage algorithm.

One important aspect of this triage tool is that it did not
“make decisions” in the same way some artificial intelligence
systems do. Instead, it delivered to patients a predefined set
of questions with binary answer options, following a consis-
tent sequence until a patient had responded with sufficient
information to sort them into a particular triage category.
Additionally, the triage tool was designed to determine the
clinical severity of potential COVID-19 infection, not
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necessarily the likelihood that a patient had COVID-19 versus
another condition.

Clinical Content
The clinical content of the triage tool was developed to
prioritize high sensitivity for identifying severe disease
presentations and maintain a low threshold to refer to
clinicians in uncertain cases. It included three main catego-
ries of questions adapted from prior algorithms, with signif-
icant question order and end point restructuring to allow for
more efficient triage output ( ,
available in the online version),14

Patients who completed the triage tool were offered one
of four sets of instructions that corresponded to health
system-established categories for potential COVID-19
patients: not symptomatic, low severity, moderate severity,
or high severity. These categories were created based on
clinician consensus about severity of patient’s reported
symptoms and risk factors, such as age and comorbidities.
Prior to the development of the triage tool, patients assessed
by traditional clinical evaluation to be asymptomatic or low

Meer et al.

severity were given instructions to follow public health
guidelines at home. High severity patients had symptoms
requiring emergent evaluation and were instructed to call
911 or proceed to the closest emergency room. Moderate
severity patients, however, required a more detailed clinical
assessment to determine their appropriate level of care. As
such, moderate severity patients were instructed to call into
our institution’s triage phoneline for further clinical assess-
ment by a provider.

Because the triage tool was publicly available, we devised
a process both to direct moderate severity patients to clinical
providers and to convey information already elicited by the
triage tool to providers. Each patient who completed
the triage tool was provided an alphanumeric code to relay
to the clinician staffing the phone triage line ( ).
These codes corresponded to both the patient’s triage cate-
gory as well as to pertinent positives and negatives regarding
their presentation. Those in the high and low severity
categories were also assigned an alphanumeric code to
provide should they call the clinician-staffed triage number,
however, they were not instructed to do so. The use of these

Alphanumeric codes prescribed to symptomatic presentation and triage acuity

Disposition Code | Pertinent positives Pertinent negatives
Chest pain
Severe SOB Chest pain
Severe SOB Chest pain

SOB, weakness/dizziness

Chest pain, severe SOB

SOB, loss of consciousness

Chest pain, severe SOB, weakness/dizziness

Weakness/dizziness

Chest pain, SOB

Loss of consciousness

Chest pain, SOB, weakness/dizziness

Moderate: non-urgent | B1 SOB

Chest pain, severe SOB, weakness/dizziness, loss of
consciousness

Moderate: non-urgent | B2 Fluid losses

Chest pain, SOB, weakness/dizziness, loss of consciousness

Moderate: non-urgent | B3 Fever, immunocompromised

Chest pain, SOB, weakness/dizziness, loss of consciousness,
fluid losses

Moderate: non-urgent | C1 Fever >3 d

Chest pain, SOB, weakness/dizziness, loss of consciousness,
fluid losses

Moderate: non-urgent | C2 Age >60, at least 1 of

fever/cough/other COVID sx

Chest pain, SOB, weakness/dizziness, loss of consciousness,
fluid losses, fever >3 days

Moderate: non-urgent | C3 Pregnant/delivered in last 2
wk, at least 1 of fever/cough/

other COVID sx

Chest pain, SOB, weakness/dizziness, loss of consciousness,
fluid losses, fever >3 days, age >60

Moderate: non-urgent | C4 Immunocompromised, at
least 1 of fever/cough/other

COVID sx

Chest pain, SOB, weakness/dizziness, loss of consciousness,
fluid losses, fever >3 days, age >60, pregnant

Moderate: non-urgent | C5

Comorbidity, at least 1 of
fever/cough/other COVID sx

Chest pain, SOB, weakness/dizziness, loss of consciousness,
fluid losses, fever >3 days, age >60, pregnant,
immunocompromised

At least 1 of fever/cough/
other COVID sx

Chest pain, SOB, weakness/dizziness, loss of consciousness,
fluid losses, fever >3 days, age >60, pregnant, immuno-
compromised, comorbidities

Chest pain, SOB, weakness/dizziness, loss of consciousness,
fluid losses, fever >3 days, cough, other COVID sx

Abbreviation: SOB, shortness of breath.
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codes (a) conveyed clinically meaningful information to
clinicians in the event that the patient called the phone
triage line, (b) eliminated the need to ask patients repeat
questions by phone, and (c) saved both parties (patients and
clinicians) time during their phone encounter.

Pilot Testing

Prior to launching publicly, we pilot tested the triage tool’s
performance by measuring concordance between the triage
category assigned by the tool and by a triage provider
(physician or nurse) using 18 clinical vignettes. The 18
vignettes spanned all four triage categories. Some vignettes
represented manifestations of COVID-19, while others de-
scribed disease presentations that may “mimic” COVID-19
symptoms. We then recruited nine volunteers for pilot
testing. Each volunteer was assigned four different vignettes,
instructed to complete the triage tool as each of those four
mock patients, and then called into a triage nurse to deter-
mine if the algorithm and clinician made the same triage
decision. We tested 36 encounters, using each clinical vi-
gnette twice. In cases where the triage tool and clinician-
assigned triage categories were discordant, we assessed
whether the triage tool erred toward triaging the hypotheti-
cal patient to a higher or lower acuity.

After pilot testing of the triage tool, triage providers
agreed with the triage tool’s assessment in 69% (25/36) of
cases. Compared with the tool’s triage assessment, nurses
down-triaged a patient’s severity in 17% (6/36) of cases and
up-triaged patient’s severity in 14% (5/36) of cases. Because
the triage tool was designed to be conservative, a clinician
down-triaging the tool’s assessment was an acceptable
mismatch. Clinician down-triages were reassuring in that
they demonstrated that the triage tool was appropriately
cautious, referring more patients to clinicians than was
potentially needed to assure that all potentially ill patients
were appropriately assessed by a trained clinician. Of the five
instances when a patient’s severity was up-triaged, four
were due to two clinical vignettes (each tested twice)
deemed to be outside the scope of this triage tool (specifi-
cally, these vignettes described symptoms of stroke and
atypical myocardial infarction). The results of this pilot
test met our pre-determined launch criteria, and as such
the triage tool was launched publicly on May 4, 2020.

Statistical Analysis

We compare the triage decisions made by the triage tool with
those made by a clinical provider (physician or nurse) for
those patients who called in to the clinician-staffed hotline
from the period of May 4, 2020 through January 31,2021. We
identified eligible encounters by searching for telephone and
telemedicine notes in the EHR that were written within the
triage phoneline department and that contained an alpha-
numeric triage code. In addition to the triage code, we
collected the triage decision made by the provider for these
patients. For symptomatic patients, clinical providers uti-
lized the same triage categories used by the tool (namely low
severity, moderate severity, and high severity), but with the
discretion to capture more information as needed and the
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ability to supplement patient answers with dimensions such
as hearing them breathe or noticing shortness of breath that
interfered with conversation. In addition, providers could
also indicate that a patient did not meet screening criteria for
potential COVID-19 infection, hereafter designated as a “no
screen” decision. Individuals in the initial dataset who were
missing either the tool-assigned code or clinician-assigned
clinical severity were excluded from the final analysis. We
then calculated the proportion of concordant cases where
the provider and triage tool agreed on the patient’s triage
category, up-triages (where a provider assessed that a pa-
tient had a higher clinical severity than the tool assigned),
and down-triages (where a provider assessed that a patient
had a lower clinical severity than the tool assigned). Addi-
tionally, from the EHR chart review we collected and ana-
lyzed information on patient demographics, comorbidities,
subsequent COVID-19 test results (if applicable), as well as
ED visit, hospitalization, and outpatient visit information for
the 30 days following a patient’s encounter with the triage
tool.

Results

During the study time period, the triage tool was completed
30,321 times by 20,930 unique patients, defined as individuals
completing the tool with unique devices. Patients may com-
plete the tool multiple times as their symptoms evolve, or a
single individual may complete the tool for both his/her own
symptoms and those of a family member or housemate using
the same device. Of those 30,321 triage tool completions, 51.7%
were assessed by the triage tool to be asymptomatic, 15.6% as
low severity, 21.7% as moderate severity, and 11.0% high
severity.

In total, 782 patient encounters met the criteria for
inclusion in this analysis (completed the tool and contacted
our institution’s clinician triage hotline and had both a
triage tool-assigned code and clinician-assigned code).

describes the demographics of these patients
who both completed the triage tool and called in to the
triage phoneline. displays the concordance infor-
mation between the triage tool and clinician when triaging
patients. The concordance rate where the triage tool and
clinician assigned the same clinical severity was 29.2%
(228/782). The down-triage rate was 70.1% (548/782). Of
the 782 patients in this analysis, only six were up-triaged by
the clinician.

In the 30 days following their encounter with the triage
tool, 2.3% (18/782) of the patients in the sample had an ED
visit, 1.5% (12/782) had hospitalization, and 31.8% (249/782)
had at least one outpatient visit. Six patients had both an ED
visit and hospitalization within our health system. Of the 18
patients with a subsequent ED visit, all were assigned a
moderate severity level by the triage tool, 10/18 were
down-triaged by a triage clinician, and the remaining 8/18
were concordantly assigned moderate severity by a triage
clinician. 55.6% (10/18) of these patients had alphanumeric
triage code “B1,” which indicates they had shortness of
breath without any more emergent symptoms. The overall
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Patient sample demographics

Gender Count (n=782) %
Male 281 34.5
Female 534 65.5

Race
White 527 64.7
Asian 32 3.9
Black 145 17.8
Hispanic/Latino 34 4.2
Other 35 4.3
Patient Declined 11 1.3
Unknown 30 3.7

Age
0-20 25 3.1
21-40 464 56.9
41-60 221 27.1
61-80 104 12.8
>80 1 0.1

State
NJ 64 7.9
PA 740 90.8
Other 11 1.4

prevalence of this alphanumeric triage code among the 782
patients in this sample was 27.7%. Of the 12 patients hospi-
talized for any reason in the 30 days post-encounter, all were
assigned a moderate severity level by the triage tool, of
whom 10/12 were down-triaged by a triage clinician, and
the remaining 2/12 were concordantly assigned moderate
severity by a triage clinician. Patients in the sample
accounted for a total of 372 outpatient encounters (with
some having multiple encounters during the 30 days post-
encounter), of which 70.2% (261/372) were conducted re-
motely via telemedicine.

A total of 564 patients received a COVID-19 test adminis-
tered by our health care system within 14 days of their
encounter, constituting 72.1% of the sample. Additional
patients may have received tests at other sites such as retail
pharmacies from which we do not have accessible
data. describes the COVID-19 test results based
on the triage tool’s clinical severity category.

COVID-19 test results by triage tool clinical severity

Meer et al.

Concordance between triage tool and clinician triage
personnel

Clinician-assigned category Total
No Low | Moderate | High
screen
Triage High 0 5 2 1 8
tool Moderate | 68 473 | 222 3 766
category
Low 0 5 3 0 8
Total 68 483 | 229 4 782
Discussion

In this study, we describe the design, pilot testing, and
validation of an online, publicly available COVID-19 triage
tool to algorithmically and safely triage patients experienc-
ing COVID-19-like symptoms. One goal of this tool was to
provide round-the-clock symptom triage opportunities for
patients and to efficiently and reliably route patients to the
appropriate level of care. Another goal was to prevent over-
burdening the limited clinical resources on our institution’s
triage phoneline with patients who were relatively healthy
and at low risk for poor outcomes. Indeed, during the study
period, the tool was completed 20,403 times (representing
67.3% of all completions) by individuals who were deemed to
be asymptomatic or low risk and pointed to other resources.

Triage tool users were disproportionately female (65.2%)
and 59.5% of users were below the age 40. The age skew is
likely related to the fact that the tool was online and required
a degree of technological savvy from users.'” Racially, de-
mographics of the tool’s users nearly matched those of the
Philadelphia metropolitan area, which was reassuring in the
context of concerns that lack of access to internet resources
may disproportionately impact people of color.'®

Granted, while 6,587 individuals were assessed by the
triage tool to have moderate clinical severity and directed to
callin to speak with a clinician, only 766 (11.6%) did in fact do
so. Some of these patients may have contacted their pro-
viders directly, instead of accessing the phone number given,
or sought care from other providers outside our health
system. Our use of triage tool-assigned alphanumeric codes
that were then documented in clinician triage notes enabled
us to validate the triage performance of this tool in a way that
most triage tools cannot.

The impact of triage tools greatly depends on their clinical
performance. This study represents one of the first in-depth
analyses of a COVID-19 triage tool. It also uniquely estimates
validity by comparing triage tool output with clinician-

Triage tool category Positive count Positive % Negative count Negative % Total tested
High 1 16.7 5 83.3 6

Moderate 81 14.7 471 85.3 552

Low 1 16.7 5 83.3 6

Total 83 14.7 481 85.3 564

Applied Clinical Informatics
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derived triage acuity, demonstrating an accuracy in line with
that of previously described triage tools. In reviews, triage
performance has been shown to vary by urgency of condi-
tion, with appropriate triage advice on average provided in
80% of emergent cases, 55% of non-emergent cases, and 33%
of self-care cases with a wide range of performance.'”
Performance on appropriate triage advice across 23 similar
triage tools ranged from 33 to 78% of standardized patient
evaluations.’

Our triage tool and algorithm were designed by clinical
leadership to be conservative, referring patients to a live
clinician in situations of ambiguity. We made this decision in
light of the fact that a worst case outcome for a user of this
triage tool might be underestimating severity, thereby falsely
providing reassurance about a patient’s condition, paradoxi-
cally delaying care and potentially increasing morbidity and
mortality.'” In this way, we built in a high tolerance for false
positives to avert false negatives. Given this conservative
design, down-triages are not only to be expected but also
represent a reassuring outcome for patients using the tool.
Indeed, over 70% of patients who called in were down-
triaged by the clinician. In their conversations with patients,
majority of the time clinicians were able to uncover addi-
tional information or nuance about a patient’s condition that
was reassuring from a triage perspective compared with the
binary responses the user provided in the automated tool.
What exactly these additional factors are and how they could
be incorporated into the automated triage algorithm merits
further investigation. In addition to the high down-triage
rate, clinicians agreed with the triage decision made by the
tool in 29.2% of cases in this analysis. Most reassuringly, in
only six cases did the clinician assign a higher triage category
than the automated tool, representing less than 1% of the
sample. In addition, on manual chart review of these six up-
triage cases, three of them represented input errors given the
triage provider-recommended plan in the note narrative was
more in line with a lower level of severity than the provider
indicated from a dropdown menu. Taken together, these
results represent an opportunity to make similar automated
triage tools more nuanced, more risk tolerant, or both to
increase the degree of concordance without significantly
increasing the number of false negatives.

In addition, further analyzing outcomes for users of this
triage tool will afford an opportunity to refine and improve
the triage algorithm. For instance, that those patients with a
post-encounter ED visit within 30 days disproportionately
had an alphanumeric triage code indicating shortness of
breath without an emergent symptom may indicate that
these patients should be advised differently than other
moderate severity level patients and merits further investi-
gation. Additionally, it is notable that a majority of patients
with an ED visit (10/12) or hospitalization (10/18) in the
post-encounter period had been down-triaged by human
providers. Closer examination of these cases may reveal what
factors were misleadingly reassuring to human providers
and may similarly be helpful for modifying triage pathways.

Regarding the COVID-19 test positivity rates, the finding
that there was no correlation between tool-assigned triage

Applied Clinical Informatics  Vol. 12 No. 5/2021 © 2021. Thieme. All rights reserved.
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severity and COVID-19 positivity rates for those meeting
inclusion criteria is interesting, but should be interpreted
with caution for the following reasons. First, the sample sizes
for those in the high and low severity categories were quite
low (six each, to be precise). Second, our team designed this
triage tool to determine the clinical severity of a patient with
potential COVID-19 symptoms, not to assess the likelihood
that a patient had an active COVID-19 infection.

While representing one of the first in-depth performance
validation analyses for an automated COVID-19 triage tool,
this study and the triage tool have several limitations. First,
this intervention by nature required a certain level of tech-
nological savvy (for both institution and patient) and there-
fore reached a skewed population of patients, in accordance
with past findings on the “digital divide.”'*'® Second, we
were able to perform an in-depth analysis on only those
individuals who called in to our health care system after
completing the tool. These patients may differ in their
characteristics, demographics, and health habits from those
who used the tool and then chose not to call in, representing
a potential sample bias in our study. Third, our analysis was
focused on the moderate severity patients because they were
the ones who (a) used the tool and (b) called into the call
center; however, the population of patients assessed by the
triage tool as moderate severity represented only 21.7% of all
triage tool users. Given that the remaining 78.3% of triage
tool users were categorized into other triage categories and
given category-dependent instructions that did not include
contacting our institution’s call center, we have neither
follow-up information on their downstream events nor their
clinical outcomes. Therefore, it is difficult to comment
broadly on the triage tool’s accuracy beyond for those
patients meeting inclusion criteria for this study. Other
triage tools delivered through patient portals may be able
to better measure these outcomes for all users at the cost of
being less widely available to the general public, a feature our
team chose to prioritize in the pandemic context. Therefore,
as triage tools become more integrated into EHRs and patient
portals, we may be able to better assess holistic triage tool
accuracy. However, prior to such integration, validations
studies, such as this one, are essential to demonstrate safety
of automated triage.

Fourth, a goal of this tool was to improve access to health
care information for patients and increase the operational
efficiency of phone triage personnel by funneling only those
cases requiring nuanced clinical judgment to clinical pro-
viders. While one can postulate that an online, automated
tool improved access by definition (particularly at a time
when human clinician resources, either in-person or virtual,
were strained), we unfortunately do not have adequate data
to empirically test this hypothesis. Similarly, measuring the
operational efficiency impacts of this tool by, for instance,
analyzing changes in the volume of COVID-related patient
calls would be a useful analysis, however, we unfortunately
do not have access to call data segmented in this way.
Anecdotally, it is notable that a few weeks after launching
the triage tool, our institution chose to discontinue its
COVID-specific triage hotline, however, we cannot show a
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causal effect attributable to the tool itself. Fifth, it is possible
that some triage phoneline providers did not record a
patient’s alphanumeric triage code in their chart, or that a
patient would have forgotten their triage code in between
completing the triage tool and calling into the phoneline.
Both of these instances would not be identified by this
analysis and therefore represent potential missing data. In
addition, even though vignettes such as stroke or MI were
deemed outside the scope of the triage tool, we may want to
acknowledge that it is possible that some patients may have
had COVID-19 and been presenting with stroke or MI as their
presenting symptoms, given the known risk of thrombotic
complications in the setting of COVID-19 infection. Finally,
binary response options and an emphasis on efficient triage
limited the amount of detail patients could provide about
their condition. While gathering detailed information on a
patient’s health history and symptom characterization
would be important for potential downstream providers,
the goal of this design was to minimize friction to increase
triage tool completion rates among users.

Conclusion

Our institution’s COVID-19 triage tool utilized algorithmic
medicine to deliver appropriate clinical advice to high- and
low-risk patients, while prioritizing limited clinical person-
nel for moderate cases requiring nuanced clinical judgment.
The validation analysis in this study shows that this COVID-
19 triage tool achieved a nearly 30% concordance rate with
human providers while simultaneously meeting its goal of
being conservative in referring borderline cases to human
providers to minimize false negatives. Particularly during the
pandemic, with a large number of individuals at high risk for
severe disease, this conservative design of the triage tool
allowed us to safely risk stratify patients in an automated
fashion.

Similarly automated, algorithmic triage tools may allow
health systems to safely triage large numbers of patients as
well as to improve patient experience by enabling self-
service, on-demand, 24/7 symptom triage access without
waiting times or an immediate need for a clinician conver-
sation in many cases. In their early stages, these automated
tools ought to be designed for well-circumscribed use cases,
conservatively configured in keeping with guideline-direct-
ed best practices, integrated with institutional care path-
ways, and adequately tested and validated. This work also
provides support for implementing and testing triage tools
for other conditions when acute care settings face capacity
constraints or more efficient use of acute care settings is a
desired goal. Even in high-risk disease spaces, health care
systems may be able to redirect patients to appropriate care
levels, potentially conserving clinician resources for those
patients most in need of nuanced evaluation. As automation
and virtual care become a more prominent aspect of provid-
ing medical care, further study is necessary to characterize
best practices for the design, implementation, validation,
and improvement of these tools.

Meer et al.

Clinical Relevance Statement

Automated, algorithmic triage tools are becoming increas-
ingly common in health care, both as stand-alone tools and
for clinical decision support. This research discusses in detail
an approach for designing, implementing, and validating one
such tool, with valuable lessons learned for practitioners
looking to install similar tools across a variety of disease
spaces and practice settings.

Multiple Choice Questions

1. In which scenario may use of alphanumeric triage codes
be most helpful in patient triage?
a. Delivering patients’ laboratory results.
b. Delivering patients’ imaging results.
c. Automated triage embedded within a health system'’s
patient portal.
d. Automated triage on a publicly available website.

Correct Answer: Option d is the correct response. As
highlighted in this paper, one restriction on making our
triage tool publicly available was that we could not collect
PHI through the tool itself. Our solution was to give
patients an alphanumeric code that would correspond
to their exact path through the triage tool, including all
pertinent positives and negatives. An alphanumeric tool
would not be as helpful or well-suited to the other
situations. Laboratory results could be codified in an
alphanumeric system (say, based on whether each mea-
sure on a CBC was high, low, or within normal range)
however, for laboratories the absolute values can be more
critical and practitioners would presumably already have
access to a patient’s laboratory data within the HER. The
explanation is similar for imaging results: the nuances of
image interpretation make it challenging to codify in a
way that is more helpful than reviewing the image itself or
a radiologist report. Finally, in cases of automated triage
within a patient portal, the ability to collect PHI in a
HIPAA-compatible manner removes the need to give
patients an alphanumeric triage code that they would
then relay back to a provider.

2. Which of the following should be a key consideration in
designing an algorithm for a new automated triage tool?
a. Deviation from guideline-directed best practices.
b. Conservative design that minimizes false negatives.
c. Inefficient triage.
d. Rapid launch without testing.

Correct Answer: Option b is the correct response. There
are several reasons to be conservative in designing any
algorithm for a new automated triage tool. First and
foremost, doing so best prioritizes patient safety in their
interactions with an automated tool by tending to over-
refer patients to live clinicians in situations of ambiguity.
This conservative approach is all the more important for
new tools; analyzing such tools over time, similar to the
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analysis performed here, can then inform any adjust-
ments to the algorithm as appropriate. The other answers
are clearly incorrect. The algorithms supporting automat-
ed triage tools should follow guideline-directed best
practices, be as efficient in patient triage as allowed
without sacrificing safety or accuracy, and undergo pre-
launch testing with identified go/no-go criteria.

The study was performed in compliance with the World
Medical Association Declaration of Helsinki on Ethical
Principles for Medical Research Involving Human Sub-
jects. This study was reviewed by University of Pennsyl-
vania Institutional Review Board and determined to be
exempt as it met criteria for IRB review exemption
authorized by 45 CFR 46.104, category 4.
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Inc. K.V.is a partner and part-owner of VAL Health and has
received speaking fees from the Center for Corporate
Innovation and the Lehigh Valley Health System and
research support from CVS, WW, Vitality/Discovery,
Humana, and Hawaii Medical Services Association. These
supports are outside of the submitted work.

Many thanks to Tim Judson and Ralph Gonzales from
UCSF’s Clinical Innovation Center. Tim and Ralph Gonzales
and their team had implemented an algorithm for triaging
COVID-19 and influenza-like illness patients that they
deployed through their EHR-linked patient portal, and
their advice was helpful in the early stages of our insti-
tution’s efforts described here.
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