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Abstract Background The pace of technological change dwarfs the pace of social and policy
change. Thismismatch allows for individual harm from lack of recognition of changes in
societal context. The value of privacy has not kept pace with changes in technology
over time; individuals seem to discount how loss of privacy can lead to directed
personal harm.
Objective The authors examined individuals sharing personal data withmobile health
applications (mHealth apps) and compared the current digital context to the historical
context of harm. The authors make recommendations to informatics professionals to
support consumers who wish to use mHealth apps in a manner that balances
convenience with personal privacy to reduce the risk of harm.
Methods A literature search focused by a historical perspective of risk of harm was
performed throughout the development of this paper. Two case studies highlight
questions a consumer might ask to assess the risk of harm posed by mobile health
applications.
Results A historical review provides the context for the collective human experience
of harm. We then encapsulate current perceptions and views of privacy and list
potential risks created by insufficient attention to privacy management.
Discussion The results provide a historical context for individuals to view the risk of
harm and shed light on potential emotional, reputational, economic, and physical
harms that can result from naïve use of mHealth apps. We formulate implications for
clinical informaticists.
Conclusion Concepts of both harm and privacy have changed substantially over the
past 20 years. Technology provides methods to invade privacy and cause harm
unimaginable a few decades ago. Only recently have the consequences become
clearer. The current regulatory framework is extremely limited. Given the risks of
harm and limited awareness, we call upon informatics professionals to support more
privacy education and protections and increase mHealth transparency about data
usage.

received
October 16, 2020
accepted after revision
February 24, 2021

© 2021. Thieme. All rights reserved.
Georg Thieme Verlag KG,
Rüdigerstraße 14,
70469 Stuttgart, Germany

DOI https://doi.org/
10.1055/s-0041-1727197.
ISSN 1869-0327.

Review Article274

T
hi

s 
do

cu
m

en
t w

as
 d

ow
nl

oa
de

d 
fo

r 
pe

rs
on

al
 u

se
 o

nl
y.

 U
na

ut
ho

riz
ed

 d
is

tr
ib

ut
io

n 
is

 s
tr

ic
tly

 p
ro

hi
bi

te
d.

mailto:rschreiber@pennstatehealth.psu.edu
https://doi.org/10.1055/s-0041-1727197
https://doi.org/10.1055/s-0041-1727197


Background and Significance

The pace of technological change outstrips the pace of social
andpolicy change,1,2 andweobserve that consumer-directed
mobile health applications (mHealth apps—both phone apps
and browser based) are ubiquitous.3 Concerns emerged
about the risks of unforeseen or unexpected uses of personal
data4,5 long before the more recent questions about COVID-
19 tracing and tracking, and to be clear, the focus in this
paper is on freely shared data, not on breaches or theft. The
concern is with the harm that can result from the uncritical
willingness to share personal datawith anmHealth app (and
its developer) to receive certain services.

Concerns about technology and its impact on the human
sphere are not new. In 1964, with the United States
embarking on its greatest scientific adventure, and with
the United Kingdom experiencing “the white heat of tech-
nological revolution,” Lewis Mumford6 lamented the loss of
human autonomy: “Whyhas our age surrendered so easily to
the controllers, the manipulators, the conditioners of
authoritarian techniques? The answer to this question is
both paradoxical and ironic.” He goes on to observe that
economic persuasion is more effective than coercion: all are
promised a share in the new prosperity. If we translate this
reflection in terms of information rather than material
goods, we recognize an echo in the digital era that has
brought with it instant connectivity and access to vast
volumes of information at the cost of loss of privacy.

Reflection on the issues raised by ubiquitous technology
and massive data collection on a historically unprecedented
scale raises more questions than it answers.7 The lament at
the loss of privacy at one end competes for space—in physical
and online magazines, in blogs, in comments columns—with
the opposite view, reflected in the perspectives “you only get
the privacy you fight to keep” contrasted with “there is no
privacy, get used to it.”8 The Google ad for women’s running
shoes that follows a search for trainers for a spouse is the
reminder that something automatic is going on in the
background: we are being watched.

Why does this appear tolerable? The study of “informa-
tion commons”—counter to the dismal spirit of Garret Har-
din’s “Tragedy of the Commons”—led Elinor Ostrom and
colleagues9,10 to analyze commons in terms of subtractabil-
ity and exclusion. Certain common goods are subtractable, in
the sense that enjoyment by one party reduces or eliminates
the opportunity for others equally to enjoy those goods; a
clear example would be a monograph published in limited
numbers (where subtraction, once the print run is
exhausted, is total) or books in a library (where subtraction
is temporary—others will enjoy the book once it is returned).
Exclusion relates mainly to the means one may obtain access
to a good: is it freely available, or does it carry a price tag or
require a subscription? The cost of access calibrates
the degree of exclusion. For the most part, information on
the Internet appears to suffer from no subtractability at all,
and a relatively small fraction of it is subject to exclusion
behind a paywall. It seems plausible that the ubiquity and
richness of information on the Internet have led to a radical

discounting of the value of that information. Google and
Facebook have succeeded in their efforts to collect, collate,
and sell the highly personal information of their users largely
by labeling the data collected as “digital exhaust.”11 While
intentionally implying that this information would other-
wise be wasted, the data are highly valued once organized
and supplemented with data collected from multiple other
sources. Thus, the trade-off between privacy and conve-
nience happens not only in the instant of use, the moment
when some nugget of information appears worth divulging
name, birth date, or mobile number, but also more largely in
the culture as a whole. Technology companies publicly
devalue personal information to make it appear that we
gain much more thanwe surrender,12 while telling investors
the opposite.7

mHealth apps in domains as diverse as weight manage-
ment, bipolar disorder, HIV protection, and care of the
elderly have focused on the value of the app and its
convenience for the user, but not on the potential loss of
privacy and risk of related harm.13–16 Several studies have
observed that mHealth apps often have poor or no privacy
protection.17–20 The potential value of collected data is
emphasized by “… three ways in which self-trackers attri-
bute meaning to their data-gathering practices which
escape this data fetishist critique: self-tracking as a practice
of mindfulness, as a means of resistance against social
norms, and as a communicative and narrative aid.”21 Here
data fetishism is defined as the conversion of data to
economic value.

Objective

The authors’ goal is to raise awareness of and knowledge
about the risk of harm from indiscriminately sharing per-
sonal information with mHealth apps and to recommend
that informatics professionals ought to support consumers,
both directly and through clinical colleagues, to better
balance convenience with privacy while using mHealth
apps.We present a historical context for human understand-
ing of harm that helps to demonstrate why consumers
discount the risks of harm. We then detail the risks of
harm that users of mobile health applications face as these
apps have become ubiquitous and incorporated into modern
health care.

Methods

The authors performed several literature searches (see
►Appendix A). The first used PubMed through December 31,
2019 and included e-pub ahead of print, in-process, and
Medline Daily. This retrieved 19 articles. The second query
was a modification of the first. The third included broader
MeSH terms. These were performed on December 3, 2020.
The goal of the searches was to find current and historical
articles that considered the intersection of privacy issues and
consumer-oriented mobile or mHealth applications. Exclu-
sion criteria included telehealth or telemedicine, medical
monitoring applications such as those for blood glucose, or
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those prescribed by a physician, or applications for use in
homemonitoring such as post-hospital discharge. The intent
of this paper is to focus on the willful sharing of one’s own
personal data, not to discuss access or authentication integ-
rity, or security issues such as hacking, device or application
vulnerabilities, or data integrity. One of us (R.S.) reviewed all
the titles of retrieved articles to winnow down the
total. ►Table 1 summarizes the results of this process.

The authors also explored the references in these articles
and “similar articles” as suggested by PubMed for appropri-
ateness. All authors performed individual article searches
and pursued references independently to find diverse sour-
ces of evidence and opinion including references from the
original articles, studies known to the authors, consultations
with experts who recommended other articles, recent news
items, internet blog posts, significant media stories, and
reviews, as well as academic articles from nonhealth
domains (e.g., law, ethics).

The literature search included reviewswhich afforded the
opportunity to viewhow the riskof harmhas changed slowly
over long periods of time, and to observe trends that may
suggest mitigation for the identified risks potentially avail-
able to users.

The authors convened frequently to discuss current
findings, reassess the direction of the research, and develop
a consensus on the direction of the investigation and
analysis.

Case Studies

Of thousands ofmHealth apps, only some of which have solid
privacy protections, we present two case studies to illustrate
our focus that consumers need to recognize that an mHealth
app may pose risks of harm that might not otherwise be
considered plausible. For example, would one predict that by
sharing fertility datawith anmHealth app that the user could
be stalked due to the developer’s terms of service? Without
such an example, that might be considered hyperbole or
unrealistic conjecture.

Glow, a Fertility App
Physicians and other clinicians are encouraging patients to
participate more in their care by using mobile health
(mHealth) apps, such as pregnantþ for women with gesta-
tional diabetes.22 At the same time, third parties, including
pharmaceutical companies, may approach these app devel-
opers to buy personal data. Are users aware of the sale of
their data? Howdo they feel about this?What are the risks of
harm to individuals?

An article by the Daily Beast describes the fertility app
“Glow” as “a Jackpot for Stalkers.”23 In it they said,

The pregnancy and period app Glow unwittingly exposed
women’s health information to anyone who wanted to
look…

Table 1 Results of search queries

Query Articles retrieved Reason for exclusion Excluded Articles remaining

1 19 0 19

2
(1980–2021)

10,323 10,323

Telehealth/telemedicine 6,487

Application risks 2,497

Not consumer oriented 1,229

Used for monitoring 21

Regulatory 1

Not pertinent 68

Duplicate from prior query 2

Total excluded 10,290

Deemed highly relevant
by authors

18

3
(1980–2021)

1,119 1,119

(1986–2021) Not policy oriented 886

Not pertinent 193

Duplicate from prior query 7

1,086

Deemed highly relevant
by authors

33

Total articles for initial review 70
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Every day, female users are encouraged to upload their
body temperature, sex drive, alcohol intake, sexual activ-
ity, cervix position, and more. They can cross-reference
their data with male partners, who are encouraged to
dutifully upload intimate information like their mastur-
bation habits. Users who crave even more feedback can
take their questions to supposedly anonymous Glow
forums, where people seek advice on everything from
sex positions to dealing with the aftermath of rape.

The article brought to light several important concerns.
Glow linked a woman’s account to the first man who asked.
The woman could not block the connection if she was not
already linked to someone else. Could the first time this
security limitation is recognized be when a stalker uses the
Glow information to harm someone?

The Daily Beast post23 also accused another app, “Men-
strual Period Tracker,” of selling data, a claim the company
denies.

Glow’s privacy policy24 should raise concern. In addition
to the very sensitive personal information collected from
users, they also collect additional health information using
links to services like Apple HealthKit and Google Fit. Glow
collects and retains payment information. They explicitly
state that they can keep a user’s information even after use of
the service ends:

You authorize Glow to use all such data, including data
that may relate to HIV and/or other sexually transmitted
diseases, mental and behavioral health conditions and
treatment, substance abuse conditions and treatment,
and other sensitive data, throughout the term of your
use of the Services, to store such data as described herein,
and to store and use it as described in this policy or that
agreement even once you are no longer using the
service (emphasis added).

A user can stop the collection of data after revoking
authorization, but the agreement states that Glow can
keep all data obtained prior to the revocation.

This is not intended to serve as an indictment of Glow
specifically, but rather as an example of the risks individuals
face in ways that they might not have considered in the
absence of a concerted effort to educate them and promote
transparency of data usage.

COVID-19 Tracking Applications
The California Department of Public Health (CDPH) has
encouraged the public to enroll in an application to receive
an alert if users encounter a person known to be COVID-19
positive.25 Users of Android devices must download an
application, whereas for iOS there is no application, rather
a change in settings. The privacy policies are available on the
website; the laws and public policies on which the app is
based include HIPAA. There is explicit information regarding
what information is and is not collected; all data auto-deletes
after 14 days; any data the state collects is de-identified; and
there is a clear declaration that the CDPH will not disclose

any personal information without the individual’s consent.
There is information about how to contact the CDPH privacy
officer by mail or email. The entire privacy policy is on a
single, brief web page. However, the content is at an ad-
vanced reading level (Flesch-Kincaid level 17.5, Microsoft
Word, Redmond, Washington). There is no mention of third-
party companies, not even the appdeveloper, nor if they have
a relationship with the notification service or the
application.

Pennsylvania has made the same application available,
but the privacy notice for the Pennsylvania “Exposure Noti-
fication System” is more difficult to find on the web.26 It is
more readily available when one downloads the app. In
contrast to the CDPH version, the Pennsylvania policy is far
more detailed but reads at a Flesch-Kincaid level of 9.5. There
are nomanifest contradictions between the two policies, but
each mentions items not found in the other. Thus it is
possible for residents of different states to get different
privacy information even when using the same mHealth
application.

These variations in policy will have different implications
in determining the risk of harm to the individual and make it
harder for a consumer to perform a critical assessment.
While not a firm conclusion, this raises the question of
whether privacy policies need to have some standard for
consistency and reading level. In particular, when two enti-
ties use the same third partymHealth app, should consumers
get the same privacy notice, modified only by underlying
jurisdictional differences?

Reflections Regarding the Case Studies
These case studies raise several questions:

• What is the balance betweenprivacy and convenience and
what should it be?

• What privacy protections should users expect when using
an mHealth app?

• How can users of an mHealth app know if they are
exposing private information?

• How may the data be shared and who might see the data
that a user enters or the aggregated data after integration
with additional datasets?

• What are the economic and noneconomic costs, including
risks of harm, of entering personal data?

• What can users do to mitigate the risks of using an
mHealth app?

Results

Historical Context of Harm
It has long been observed that technical change is faster than
and often drives social change, while changes in policy to
provide guardrails to reduce the harm of these changes occur
late in the social transition.27 As such, it is important to
provide some context to the pace of change, to appreciate
why we are here, why we have not intentionally and explic-
itly managed the balance of privacy versus convenience in
consideration of the risk of harm.27,28 It is also important to
understand how historically a consumer confronted by the
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proverbial “man with a gun” sees an imminent risk, but the
relative newness ofmHealth apps does not present this same
obvious danger.

We identify four domains of harm: emotional, reputa-
tional, economic, and physical. For each of these, in different
ways, physical distance and means of access play a part. We
contend that a sense of distance, more precisely of remote-
ness and anonymity,29 contributes at a subliminal level to the
sense of safety that allows people to be so comfortable just
sharing data with no context that there even could be harm
from simply sharing data. We outline several strands in the
history of technology as a means of causing harm. The
categories selected were intended to highlight changes in
themechanisms of causing physical harm (Communication—
Information and Images; Transportation; Methods of Physi-
cal Harm) and emotional or reputational harm (Norms of
Politeness and Discretion). Transportation also impacts fi-
nancial harm in terms of the traditional view of theft. The
time periods in ►Tables 2 and 3 were selected to show how
the ability to cause harm more rapidly and at lower cost has
increased over time, gradually at first, but extremely rapidly
in the past 20 years.

These periods represent pivotal times in United States or
world history: the United States Declaration of Indepen-
dence in 1776; the end of the American Civil war in 1865;

the early 1900s provide watershed moments in science and
scientific technology; they are followed by a half-century of
twoworld wars and very rapid scientific progress, culminat-
ing in nuclear weapons and a period of economic reconstruc-
tion, symbolized here by 1955; by the end of the 20th
century, reconstruction had given way to globalization,
bringing in its wake the modern technologies that are of
central concern in this paper. Listings within each cell are
meant in some sense to graduate from those issues most
proximal to the individual to those most distal.

In our digital world, it is now possible to harm someone
instantly by word and image on social media (emotional,
reputational, or both), economically by profiling aggregated
(health) data, and physically by remote drone. Policy has not
kept pace and equally importantly, human awareness has
also lagged. In this environment, how do we view privacy
today?

Results of Literature Overview
Of thearticleswhich theauthorsdeemedmost relevant to study
the tension between privacy concerns and convenient use of
mHealth apps, it was evident that the research thus far has been
fairlynarrowly focused.►Table 4 shows that themostpertinent
research covers nine distinct categories, with many recent
articles concerned with the COVID-19 pandemic.

Table 2 Changing human experience over time—independence to Post World War II

Domain
Year

Means of
communication

Images Transportation Methods of physical
harm

Social norms of polite-
ness and discretion

177645 Person-to-person
Messenger
Newsletter
Newspaper

Hand-drawn sketches
Diagrams
Paintings

Horse-drawn carriages
Rough roads
Boats on rivers or
coastal waters
Long-distance travel
both a luxury and a
hardship

Small arms and other
personal weapons
Usable within a small
range of the victim
1791: “… the right of
the people to keep and
bear arms, shall not be
infringed”

Core values:
discretion
privacy vs. disclosure
ill-health not
discussed

Physicians withhold
fatal prognosis
Contrast: personal
attacks in pamphlets46

1865 Telegraph introduced
Meaningful messages
transmitted quickly
over large distances

Professional craft of
black and white
photography

Trains
Incompatible gauge
tracks
Seafaring a comfort-
able luxury

More accurate rifles
with greater range
Smith and Wesson
revolvers already in use

Regional differences in
degrees of politeness
and discretion
Radical political
differences dominate

1900 Telephones through
manual exchanges
First payphones

1888 George Eastman’s
first consumer camera
1900: “Brownie” box
camera
Cinema
first movies
Public events as news

Automobiles47

Tarmac road surface48

First paid flights
begin in 191449

Government
legislation
Accidents and real
harms motivate new
laws

Automatic rifles, pistols
1904: “Luger” pistol
Browning automatic
rifle deployed in
World War I

1890: “Right to
privacy” (Warren and
Brandeis)50

Unapproved portraiture
is a legal injury

1955 Radio and TV main car-
riers of news
Automatic phone
exchanges
Direct long-distance
calls
“Phreaks” hack tele-
phones
Mainframes
“Data processing”
Storage on tape, disk

Color photography
Periodicals
popular SLR cameras
Earth photographed
from space
1957: Brownie with
flash
1963: Kodak instamatic

Economic growth
Motor vehicle
numbers
Interstate highway
program
1970: 50% of U.S.
households have a
car51

Truck numbers grow
fast

Personal firearms and
automatic weapon
symbolic among sub-
cultures (e.g., survival-
ist cults)

The “American Family”
dominates public val-
ues in U.S
Segregation challenged
The contraceptive pill
and women’s liberation
Satire targets scandals
and misdeeds by public
figures
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A major finding of this literature review is the scarcity of
academic literature regarding the risks of harm fromwillingly
sharing personal datawith third party health applications. The
authors find it remarkable that in the past 10 years or so there
are only 70 applicable studies, of which half explore general
policies and not specific risks. In the past 1 year, 10% of the
articles discovered involve the SARS-CoV-19 (severe acute
respiratory syndrome coronavirus 2) epidemic and mHealth
apps regarding the pandemic. This despite numerous reports
in the popular and gray literature, some of which are cited
here,23,24,30–32 regarding privacy risks.

Current Views of Privacy
According to the Pew Research Center, “Most Americans see
privacy issues in commercial settings as contingent and
context-dependent.”32 People weigh the deal being offered,
how much they trust the company, and their life circum-
stances when deciding whether to share personal informa-
tion or permit surveillance.33 In this 2015 Pewsurvey, people
supported accessing one’s medical records and making
appointments at the doctor’s office more than five other

scenarios (none health related). The survey authors question,
but do not explore, whether each person has enough infor-
mation about the real costs of exposing their information to
make an informed decision. For example, people know not to
share their social security number (which can be changed if
misused) yet seem content to share their birth date (which is
immutable). There is an opportunity to educate about both
risks and methods to mitigate harm.

The Pew study32 also found that 91% of Americans
“agree” or “strongly agree” that people have lost control
over how personal information is collected and used by all
kinds of entities. Most social media users are concerned
about advertisers and businesses accessing the data they
share on social media platforms and want the government
to regulate advertisers. Over 60% want more done to protect
privacy.

Elderly individuals with chronic illness may be willing to
share health information with their children but maintain
control of decision making.34 People who are ill tend to be
more willing to share their health data than people who are
well.35

Table 3 Changing human experience over time—the 21st century

Domain
Year

Means of
communication

Images Transportation Methods of physical
harm

Social norms of
politeness and discretion

2000 Brick-sized “mobile”
devices give way to
smaller cellular phones52

Printers, copiers, fax
machines integrate into
multifunctional devices
Networked mini- and
personal computers
common53

email (with attachments)
becomes an accepted
medium of communica-
tion54

Hacking makes its earliest
mark

Nature documentaries
exploit high quality color
television to display
natural wonders
Hubble telescope and
other space missions
send back astonishing
images of the cosmos

Despite concerns about
environmental impact, air
travel has proven so pop-
ular that “budget” airlines
launch profitable services
to and from less promi-
nent destinations
The car appears less pop-
ular, but roads are busy
and poorly maintained
Since 1997, truck sales
exceed those of
automobiles

Gun crime has increased,
often in the wake of drug
wars and street gangs
Of the 27 mass-shooting
incidents in the United
States in the last decade
of the 20th century, 13
took place in 1997–1999,
six in 1999 alone

Backlash to social and
sexual freedomswon over
past 25 y is accentuated
by an HIV/AIDS epidemic
that makes a convenient
target for social
conservative
Rapid communications
make political scandals
and revelations common,
with popular cynicism to
match
Liberalization of markets
in the 1990s creates new
social classes with
marked movement away
from communitarian
values

2020 At this stage little sense in separating communications
from images
It seems McLuhan’s dictum, “The Medium is the
Message,” has come to pass
The mature cellphone, or smartphone, is now a veri-
table media center54

Permits audio and video communication, including
video of police carrying out arrests or other duties,
sometimes with bad consequences
Possible to listen to music, read a book, schedule

appointments, and so on
Also, possible to upload photos of oneself and one’s

surroundings or companions instantly to a popular
sharing “app,” so that a distant cousin in another
country can see what you are doing almost as soon as
you have done it
“Cyberbullying,” “sexting,” and “revenge porn” have all
become common terms in discussing the dangers of a
“hyperconnected” society
Violent video gaming suspected of encouraging
violence
With the COVID-19 pandemic making face-to-face
meetings or even visits to friends difficult, video
communication apps have been adopted to an
extraordinary degree

Automobiles have
become luxury environ-
ments, often offering the
most comfortable seating
and best audio sound
available to the owner
Air travel has been dented
by the COVID-19 pan-
demic, but travel by car
has substituted for some,
with people choosing to
drive significantly longer
distances

General perception of
increased violence is in
part contradicted by
statistics
Vigilante violence
appears to have been
exacerbated by political
polarization
Guns and gun modifica-
tions (e.g., bumper
stocks) have become ever
more sophisticated
For those with the power
and resources, it is now
possible to explode a
person thousands of
miles away without
leaving home55 Possible
to capture,30alter,31 and
publish unwitting photo-
graphs of individuals in
compromised situations

Increasingly
self-revelatory culture,
both in the media
representation of
“celebrities” and at a
personal level in popular
apps, such as Facebook
Attitudes are expressed in
resigned phrases, such as
“there is no privacy,” or
“you have to move with
the times”
A trend to substitute
“end-user license agree-
ments” (EULAs) for in-
formed consent
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Frameworks such as the Creating Access to Real-time
Information Now through Consumer-Directed Exchange
(CARIN) Code of Conduct36 provide industry guidance.
CARIN offers a comprehensive Privacy Impact Assessment
tool for ethical and socially responsible design of mHealth
apps, including easily understood consequences, such as
whether personal data are shared with or sold to third
parties. Enhancing transparency of data usage would allow
consumers to make safer choices. For example, knowing that
an mHealth app sells data to third parties, such as insurance
companies, might impact what data are shared by the
individual. Might the data be used to deny health
care services? Absent education to consider the risk, would
consumers be fully informedwhen using the app? In the light
of theGlowcase study,what policies do the developer have in
place that might lead to harm?

Discussion

mHealth apps have introduced new reasons to assess the
risks of trading privacy for convenience. Our historical
perspective reveals one facet of the slowly changing context
of harm; the literature review another; and the case exam-
ples reveal yet a third aspect.

There is little empiric research regarding harm from
mHealth apps in the context of trading privacy for the
convenience of achieving a user’s goals. Of the initial finding
of over 10,000 articles meeting our search criteria, the vast
majority were not relevant to the research question.
Although there has been ample discussion in the media, on
blogs, and in the daily news—especially when there have
been breaches or revelations of bias or undesirable informa-
tion sharing—our query only found a few dozen articles that
the authors deemedhighly relevant to harm fromwillful data
sharing. Unsurprisingly, more than one-half of the articles
examined general policies regarding privacy. The recent
COVID-19 pandemic has sparked renewed interest in appli-
cations dedicated to a specific disease and thus articles
regarding this specific topic were numerous. The literature

review revealed only a few articles regarding a smattering of
other specific diseases or issues. We infer that low volume of
privacy articles implies little empiric evidence about protec-
tions a user can invoke to protect their identity and personal
information. The General Data Protection Regulations37 cer-
tainly establish a high bar regarding regulatory expectations,
but these do not apply universally, and are not specific for
mHealth apps.

Prior to the internet, social media, and ubiquitous com-
puting, users of communication devices knew with whom
they were communicating or were aware of the privacy
limitations of the tool they were using. As the historical
tables make clear, until the late 20th century privacy was a
largely local matter. One did not share information in one
medium without being aware that the information could
appear elsewhere (barring spying or other devious methods
—the equivalent of spyware,malicious software, or computer
security flaws not considered in this paper). Current com-
munication and information tools are distinctly different:
third-party sharing, tracking cookies, and other hidden
manipulations make it difficult if not impossible for new
or uninformed users to be aware of the extent towhich their
data are distributed. The impact of blocking cookies, dis-
abling scripts, and other protective efforts may not bewidely
known, but even if known, would they reduce the conve-
nience to use the app to a point where they would not be
implemented? Dowe need simpler data use agreements that
follow the CARIN format?

The case studies represent examples of the highly variable
privacy protections available to end-users. The Glow appli-
cation does reveal its privacy policies but given the sensitive
nature of the information a woman may share on the
application, and that few users take the time to read the
end-user license agreement, the application puts that infor-
mation at undesirable risk. The applications which help to
track exposure to, and symptoms of COVID-19 seem to
maintain a user’s privacy, but it is intriguing that at least
two states which use the same software application reveal
different aspects of the privacy specifics of that application. It
is no surprise that caveat emptor (let the buyer beware) still
applies after almost 500 years.38

Given the risk of harm that can come from sharing health
data in certain ways (e.g., with health plans or stalkers), it is
imperative to identify ways to enhance the protection of
privacy and provide individuals with a better understanding
about how to control use of their data by the third parties to
reduce the risk of individual harm.39 Current law becomes
increasingly inadequate, obsolete, and fragmented with the
advancement of technology.39 We advocate for consumer
education coupled with guidelines consonant with these
principles and similar to the CARIN Alliance guidelines to
support the needs of mHealth consumers.

Consequences for Informatics
What are the implications of this analysis on informatics
professionals? As experts of information storage, retrieval,
analysis, sharing, and the accompanying privacy, ethical, and
legal issues surrounding personal and other information, we

Table 4 Topic categories of current research on privacy
concerns of mHealth applications

Topic area Number

General policy 45

COVID-19 7

Mental health and related 6

Women’s health and sexual health 3

Cancer 2

Children 2

Diabetes 2

Dementia and neurological ailments 2

Social responsibility and digital surveillance 1

Total 70
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argue that, at a minimum, informaticists individually and
through professional associations should pursue research
and initiate debates to:

• Establish public standards for the collection, processing,
storage, and sharing of personal data, with clarity as to
purpose, responsibility to the data source, and transpar-
ency about how revenue that is generated is shared with
the source of the data.14,40–42

• Clarify rules of persistence, consent, and elimination of
the data at the user’s option, akin to GDPR rules.37

• Enable ease of sharing of data, where permitted, by the
use of readily adaptable standards such as FHIR, and a
secure server that enables protection of privacy.43

• Articulate options for clear privacy policies for the use of
mHealth apps.

• Support ease of understanding of these privacy policies,
e.g., using automated methods to extract deeply embed-
ded implications or promoting privacy practice standards
and implementation guides.

• Promote appropriate protections such as more rigorous
encoding and concealment of personal data,44 and educa-
tion for consumers.

Conclusion

Concepts of privacy and related risks of harm have changed
slowly over decades, even as technological advances have
accelerated over the past 20 years. In many ways, technol-
ogy has provided methods to invade privacy that were
unimaginable as recently as a few decades ago. This rapid
shift has consequences for consumers and information
technology developers which is being recognized only
now. The current regulatory framework is extremely
limited. It is thus incumbent on consumers to recognize
risks they may be taking when using mHealth apps, and a
challenge for informatics professionals to provide the
means for consumers to recognize and understand these
risks. Consumers should be given the education and tools
that will allow them to make informed choices about when
to share very personal information with mHealth apps so
that they may minimize their risk of personal harm.
Regulatory authorities should require mHealth apps to be
more transparent in how data are shared.

Clinical Relevance Statement

Clinicians are increasingly encouraged to prescribe apps as
part of therapeutic regimens in numerous domains, from
weight and diet management to pregnancy and mental
health. Clinical informaticists must help inform their clini-
cal colleagues of the risks of individual harm that users of
mHealth apps are taking when they download the appli-
cation, insert personal data, and upload those data to the
internet, including to their health care providers, and why
those risks matter. Clinicians should be positioned to
inform their patients about the risks as well as benefits
of mHealth apps when prescribing digital therapies.

Multiple Choice Questions

1. The HIPAA privacy and security rules only apply to
covered entities and not to third-party mHealth applica-
tions. What is the best advice an informaticist can offer to
an individual tominimize riskof harmwhen using a third-
party application even if it is connected via an application
programing interface (API) to a covered entity through the
electronic health record?
a. To access the “designated record set” which includes

items “disseminated by a covered entity.”
b. To ask a covered entity to reveal to whom the covered

entity sent personal health information.
c. That individuals have the right and can ask to see and

receive copies of their medical records.
d. To review the privacy statements and policy of the

application and use it only if reasonable.

Correct Answer: Option d is the best correct answer.
Although a, b, and c are all valid, they do not offer any
privacy protection regarding the third-party application.
There are no guarantees regarding the actions of the third
party, as they are not covered entities and HIPAA rules do
not apply to them. It is up to the individual to determine if
they are comfortable with the privacy policies of the
application.

2. This article mentions the CARIN Code of Conduct Com-
prehensive Privacy Impact Assessment tool. This tool
makes recommendations for:
a. Consumer guidelines for safe selection of mHealth apps.
b. Ethical and socially responsible design of mHealth apps.
c. Guidelines for safely choosing mHealth apps.
d. Governmental regulations for designing mHealth apps.

Correct Answer: Option b is correct. This paper discusses
the aspects in the other answers, but only b is correct.
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Appendix A

Query 1

SEARCH TERM(S)
�MOBILE APPLICATIONS or �INTERNET or �CELL PHONE or
MOBILE (title word) or

WEB (title word) or SMARTPHONE (title word) or APP
(title word) or APPS (title word) or TOOL: (title word)

and
�CONFIDENTIALITY or �PRIVACY (including specific types)

or CONFIDENTIAL: (title
word) or PRIVACY (title word)
and
�ETHICS (including specific types) or ETHIC: (title word)
or
�MOBILE APPLICATIONS or MOBILE (title word) or APP

(title word) or APPS (title word)
and
�ETHICS (including specific types) or ETHIC: (title word)

Query 2

SEARCH TERM(S)
(“mobile app�” OR “mobile-based” OR mHealth OR “mobile
health app” OR smartphone) AND ((privacy OR risk OR
confidential�) OR ethic�)

Then added:
NOT (telehealth OR telemedicine)
Then:
Removed “OR risk”
Then added:
AND consumer
Then added:
NOT monitor�

Query 3

SEARCH TERM(S)
(“mobile app�” OR “mobile-based” OR “mHealth” OR “m-
health” OR “mobile health app” OR smartphone OR “con-
sumer health informatics” [MeSH] OR consumer health
education [MeSH terms]) AND (privacy OR confidential�

OR ethic�) NOT (“telehealth” OR “Telemedicine” OR hospital
OR office OR clinic)

Limit
1980–2021
Added:
AND policy
and changed limit: 1986–2021

Applied Clinical Informatics Vol. 12 No. 2/2021 © 2021. Thieme. All rights reserved.

Privacy versus Convenience Ozeran et al.284

T
hi

s 
do

cu
m

en
t w

as
 d

ow
nl

oa
de

d 
fo

r 
pe

rs
on

al
 u

se
 o

nl
y.

 U
na

ut
ho

riz
ed

 d
is

tr
ib

ut
io

n 
is

 s
tr

ic
tly

 p
ro

hi
bi

te
d.


