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Abstract Background Substantial research has been performedabout the impact of computerized
physician order entry onmedication safety in the inpatient setting; however, relatively little
has been done in ambulatory care, where most medications are prescribed.
Objective To outline the development and piloting process of the Ambulatory
Electronic Health Record (EHR) Evaluation Tool and to report the quantitative and
qualitative results from the pilot.
Methods TheAmbulatory EHR EvaluationTool closelymirrors the inpatient version of the
tool,which is administeredbyThe LeapfrogGroup. The toolwaspilotedwith seven clinics in
the United States, each using a different EHR. The tool consists of a medication safety test
and a medication reconciliation module. For the medication test, clinics entered test
patients and associated test orders into their EHR and recorded any decision support they
received. An overall percentage score of unsafe orders detected, and order category scores
were provided to clinics. For the medication reconciliation module, clinics demonstrated
how their EHR electronically detected discrepancies between two medication lists.
Results For themedication safety test, the clinics correctly alerted on 54.6% of unsafe
medication orders. Clinics scored highest in the drug allergy (100%) and drug–drug
interaction (89.3%) categories. Lower scoring categories included drug age (39.3%) and
therapeutic duplication (39.3%). None of the clinics alerted for the drug laboratory or
drug monitoring orders. In the medication reconciliation module, three (42.8%) clinics
had an EHR-based medication reconciliation function; however, only one of those
clinics could demonstrate it during the pilot.
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Background and Significance

The Health Information Technology for Economic and Clini-
cal Health (HITECH) Act of 2009 provided approximately 40
billion dollars in federal funds for hospitals and physician
offices to adopt electronic health records (EHRs).1 One of the
motivating factors behind this public investment, was that
EHRs were theorized to improve quality and reduce medical
errors. One mechanism for improving quality is computer-
ized physician order entry (CPOE) and the ability of the EHR
to deliver clinical decision support (CDS) at the point of care,
which can prevent mistakes before harming a patient.2,3

CDS can be delivered interruptively or non-interruptively
and can appear during or aftermedication ordering. Facilities
can customize their CDS to a substantial degree in terms of
which alerts to turn on and, sometimes, when these alerts
appear. This customization can impact the quality and safety
of care, so that if too few alerts are delivered, adverse drug
events (ADEs) may occur, and if there is overalerting, pro-
viders may develop alert fatigue, potentially causing them to
miss important alerts.4 While many studies have found that
CPOE with decision support has improved medication safe-
ty,5,6 the degree of organization-level configurability has
resulted in significant variation in safety performance,
even between organizations using the same EHR system.7–9

It is therefore critical to study CPOE safety performance at
the organizational level, rather than simply relying on ven-
dor-wide assessments.

Substantial research has been done in the inpatient
setting on the impact of CDS on medication safety; however,
relatively little has been done in ambulatory care, where
mostmedications are prescribed. One early study by Kaushal
et al10 found that using an electronic prescribing system
decreased medication errors sevenfold across several com-
munity-based practices, while those that did not have this
system, continued to have a high error rate. In another study,
Gandhi et al11 concluded that advanced drug ordering deci-
sion support capabilities such as dose and frequency check-
ing can prevent ADEs. More recently, the negative impact of
EHRs on clinicianwell-being has becomemore apparent, and
decision support systems that bombard clinicians with hun-
dreds of pop-up alerts per day may be a significant contrib-
utor to information technology (IT)-induced burnout.12 Even
more distressingly, studies have found clinicianswho receive
too many alerts may suffer from “alert fatigue” and begin to
disregard even the most important CDS alerts.13 Provider
organizations must balance their CDS to alert clinicians to
potential ADEs without bombarding them with too many
alerts.14

To address these critical issues regarding EHR safety perfor-
mance in outpatient settings, the Ambulatory EHR Evaluation
Tool was developed and piloted with seven outpatient clinics
to assess outpatient clinic EHR’s ability to assess common and
serious medication-related errors. The tool currently consists
of two sections, a medication safety test and a medication
reconciliationmodule, andwill be further developed to evalu-
ate other safety domains such as usability. The medication
safety test closely mirrors the inpatient version of the tool,
which is administered by The Leapfrog Group and has been
extensively validated.7,8,14–17 Clinics receive test patients and
associatedmedication test orders to enter into their EHRusing
CPOE, and record any decision support they receive. Next,
clinics receive an overall percentage score of unsafe orders
detected and individual order category scores. Themedication
reconciliation module assesses the ability of clinics’ EHRs to
electronically detect medication discrepancies by having clin-
ics demonstratehow theyperform this process at their facility.
With this tool, outpatient clinics can identify some of the gaps
in their EHR implementation, and researchers and policy-
makers can use the aggregated results to gain a better under-
standing of the state of EHR medication safety.

Objectives

In this article, the development and piloting process of the
Ambulatory EHR Evaluation Tool is presented, along with the
quantitative and qualitative results from the seven-clinic pilot.

Methods

Development of the Ambulatory EHR Evaluation Tool
The Ambulatory EHR Evaluation Tool was developed in
collaboration with The University of Utah, Brigham and
Women’s Hospital, the Collaborative Healthcare Patient
Safety Organization, and the Institute of Health Improve-
ment. Researchers from these institutions collaborated in
developing the tool and advised on the piloting process.

Medication Safety Test
The content of themedication safety test was derived from the
inpatient version of this tool, which is administered by The
LeapfrogGroupand is endorsedby theNationalQuality Forum
as part of their “Safe Practices for Better Healthcare Report.”18

A group of experts specializing in ADEs and CDSwithin CPOE
systems created the content of the inpatient tool.8,16 The test
patients and medication test orders were created based on
real-world cases, where patients were either severely injured
or died from preventable ADEs.16 The medication test orders

Conclusion Clinics struggled in areas of advanced decision support such as drug age,
drug laboratory, and drub monitoring. Most clinics did not have an EHR-based
medication reconciliation function and this process was dependent on accessing
patients’medication lists. Wider use of this tool could improve outpatient medication
safety and can inform vendors about areas of improvement.
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within the inpatient test covers basic and advanced decision
support features.19

The content was also based off of a study byGandhi et al,20

that identified common types of ADEs that occurred in the
ambulatory setting. Some of the preventable ADEs that they
determined were the result of an incorrect dose or the
medication was taken at an incorrect frequency. In addition,
they found that decision support features such as allergy-
checking and drug–drug interaction checking could have
prevented 35% of the preventable ADEs identified in their
study. Given these findings, these types of alerts were also
added to the content library.

With these resources, a research pharmacist first
reviewed the inpatient content and removed orders that
were not applicable to the outpatient setting. In this case,
the drug route category from the inpatient tool was removed
because most orders in this category were injectables. To
replace this category, a new category called “drug pregnan-
cy” was added, which included medication orders that are
contraindicated in pregnant patients. The other categories in
the inpatient test were still applicable to outpatient settings
andwere kept as part of the content. With these changes, the
medication safety test consisted of 10 order checking cate-
gories that assess basic and advanced decision support
features (►Table 1). Order categories that were categorized

as basic decision support2 included drug allergy, single
dosing, therapeutic duplication, and drug–drug interaction.
Areas of advanced decision support2 included daily cumula-
tive dosing (drug dose [daily]), drug age, drug laboratory,
drug monitoring, drug diagnosis, and drug pregnancy.

The content also included two subcategories: fatal and
nuisance orders. Fatal orders have the potential to cause
serious injury or death to patients. These types of orders
were included in the drug dose (daily), drug–drug interaction,
and drug allergy categories. An example of a fatal drug dose
(daily) order is prescribing prasugrel 60mg orally daily. The
nuisance orders tested whether a clinic’s decision support
system overalerts by including several orders that are low
priority and should not generate decision support warnings.
Theseorders, derived fromastudybyPhansalkar et al,21 canbe
in multiple order categories (drug–drug and therapeutic du-
plication) but nonewould causepatient harm.An example of a
nuisance order is prescribing furosemide 20mg orally daily
with digoxin 0.25mg orally daily, which often triggers alerts
when it should not, which can burden physicians.21

Once the research pharmacist finished reviewing the con-
tent, it was sent to an expert panel that consisted of physicians
and pharmacists, who reviewed the content and made addi-
tional suggestions; specifically, in the drug monitoring, drug
diagnosis, and drug allergy categories. These suggestionswere

Table 1 The order checking categories in themedication safety test, covering both basic and advanced decision support features,2

with examples from the actual test

Basic decision support

Order category Description Example

Drug allergy Medication is one for which a patient allergy has
been documented

Penicillin prescribed for patient with docu-
mented penicillin allergy

Drug dose (single) Specified dose of medication exceeds the safe
range for a single dose

Tenfold overdose of digoxin

Therapeutic duplication Medication combinations overlap therapeuti-
cally (same agent or class)

Use of clonazepam and lorazepam together

Drug–drug interaction Medication order pairs that result in a known
harmful interaction when used in combination

Concurrent use of sumatriptan and phenelzine

Advanced decision support

Order category Description Example

Drug dose (daily) Cumulative dose for medication exceeds the
safe range for daily dose

Ordering ibuprofen regular dose every
three hours

Drug age Medication dose inappropriate/contraindicated
based on patient’s age

Prescribing diazepam for a patient over 65 years
old

Drug laboratory Medication dose inappropriate/contraindicated
based on documented laboratory results
(including renal status)

Use of nitrofurantoin in patient with severe renal
failure

Drug monitoring Medication for which the standard of care
includes subsequent monitoring of drug level or
laboratory value to avoid harm

Prompt to monitor drug levels when ordering
digoxin or monitor INR/PT when ordering
warfarin

Drug diagnosis Medication dose inappropriate/contraindicated
based on document diagnosis

Prescribing a nonspecific beta-blocker for pa-
tient with asthma

Drug pregnancy Medication inappropriate/contraindicated in
pregnant patients

Prescribing atorvastatin for a pregnant patient

Abbreviations: INR, international normalized ratio; PT, prothrombin time.
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then sent back to the research pharmacist, and additional
content changesweremade. In total, therewere two rounds of
review by the expert panel before a finalized version of the
content was created for the pilot test.

Medication Reconciliation Module
For the medication reconciliation module, experts from Brig-
ham and Women’s Hospital created test scenarios based on
actual cases that reflected situations where medication rec-
onciliation was required. All the test cases involved a patient
that was recently discharged from the hospital and was
returning to an outpatient clinic for a follow-up visit. Two
medication listswere created for eachpatient: themost recent
ambulatorymedication list prior to thehospital admissionand
the discharge medication list from the hospital. These medi-
cation lists contained at least one of the following discrep-
ancies: medication(s) that are longer on the medication list,
addition of a new medication, or a change in the dose of an
existing medication. Once these cases were created, the re-
search team edited them for clarity and translated them into a
testable format.

Testing Methodology of the Ambulatory EHR
Evaluation Tool
The testing methodology of the medication safety test mir-
rors that of the inpatient version of the tool, in that it
simulates the action of a physician entering orders for a
patient to assess the EHR’s performance against common and
serious prescriber errors.8,15,16 For the outpatient version of
the tool, the test simulates physicians prescribing medica-
tions to their patients. Each clinic received a set of test
patients and associated test orders that a physician entered
into their EHR using CPOE. For each patient, demographic
and clinical information such as allergies, diagnoses, and
relevant laboratory values were provided (►Supplementary

Table S1, available in the online version). While physicians
entered each test order, they recorded any advice or infor-
mation they received on the Orders and Observation Sheet
(►Supplementary Table S2, available in the online version).

Once finished with the medication safety test, clinics
received an overall percentage score of unsafe orders detected,
as well as percentage scores for each order category. These
percentage scores were calculated by dividing the number of
orders correctly alerted on by the total number of electroni-
cally orderable orders. For example, if a clinic did not have a
medication on their formulary, that test order was removed
from their denominator and numerator. This indicates that the
denominator for each clinic can vary. Since there is great
variability in how alerts are delivered, therewas no difference
in scoring based on what form the CDS was delivered. For
example, hard stops, non-interruptive alerts, guidance, mes-
sages, and other information were all scored the same.

For the fatal orders and nuisance orders, clinics were
provided with the specific orders they missed during the
test. This is so that adjustments can be made to their EHR
system to avoid serious patient harm and to help prevent
overalerting. Nuisance orders were reverse scored, in that a
higher percentage score indicated that the clinic correctly

avoided alerting on many nuisance orders, while a lower
percentage score indicated that the clinic alerted on several
nuisance orders. As with the inpatient test, this first round of
piloting did not factor in nuisance order scores into the
calculation of the overall score.14

Also included in the test were normal and safe orders that
were used to ensure that clinics were taking the test as
intended. More specifically, they were used to discourage
clinics from recording that they received alerts for every test
order to potentially achieve a higher overall score. If a clinic
alertedonmore than twoof theseorders, their testwas invalid.

For the medication reconciliation module, only one test
scenario was used. There were three discrepancies between
the two medication lists: medication(s) that are longer on
themedication list, addition of a newmedication, or a change
in the dose of an existing medication. Clinics demonstrated
how their facility would electronically reconcile these medi-
cation lists.

Pilot Process and Testing
To recruit clinics for the pilot, the 2017 Office of the National
Coordinator database22was used to identify the seven leading
outpatient EHR vendors in the United States. Only seven
vendorswere chosen to participate in the pilot due to resource
constraints. Once the vendors were identified, the research
team asked those vendors to recommend clinics that would be
interested in participating in the pilot. The research team then
sent out a recruitment email that described the purpose of the
tool and the general testing process. Once these clinics agreed
toparticipate, thepilotwasadministered in threephasesusing
a webinar and all sessions were recorded.

In Phase 1, the tool was introduced to the clinic, and a
sample test was administered through a Portable Document
Format (►Supplementary Tables S1 and S2, available in the
online version). The sample test consisted of one test patient
and two test orders (►Fig. 1).

In Phase 2, both sections of the test were administered
(►Fig. 1). For the medication safety test, the same test was
used for all seven clinics. Following the methodology used in
the inpatient tool and to ensure the feasibility of this test, the
pilot test only included 11 test patients and 48medication test
orders. In the inpatient tool, the average time to complete the
test is 2 to 3hours.8 Also, if the licensed prescriber at the clinic
could customize the level of alerts they see, theywere asked to
set it to the “normal” level that most prescribers used across
their practice. While the physician was entering the test
orders, theresearch teamdocumentedthealerts theyreceived,
and paused the session when necessary to clarify with the
clinic whether an alert was triggered. After this section was
finished, the research staff compared their scores and if there
was a disagreement, the staff rewatched the recording and
consulted the principal investigators for guidance. In the
medication reconciliation module, clinics demonstrated on
the webinar, how discrepancies between medication lists are
detected. For clinics that did not have an EHR-based medica-
tion reconciliation functionality, they were asked to describe
howthey identifydiscrepanciesbetweenmedication lists. This
module was not scored.
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During Phase 3, a debrief sessionwas heldwith each clinic
individually to discuss their results from both sections of the
tool. Clinics had the opportunity to provide suggestions for
the test and provide comments about their testing experi-
ence (►Fig. 1).

Analysis
For the seven pilot clinics, clinic organizational character-
istics such as service lines, volume, number of clinicians,
payer distribution, value-based payment model participa-
tion, source of IT support, and what quality metrics they
report, were acquired from a pretest survey administered to
each clinic. Descriptive statistics including overall, nuisance
order, and fatal order scores for each clinic, as well as
percentage scores for each category were reported. Lastly,
the qualitative results from the medication reconciliation
module were presented.

The University of Utah’s Institutional Review Board
(00107070) deemed this study as nonhuman subject re-
search. The Mass General Brigham Intuitional Review Board
also reviewed the study (Protocol #2018P001197) and de-
termined that the Brigham and Women’s Hospital compo-
nent of the study was not human subject research.

Results

Clinical Organizational Characteristics
From September 2019 to December 2019, the Ambulatory
EHR Evaluation Tool was piloted with seven outpatient
clinics that represent the seven leading outpatient EHR
vendors. The clinics were located in two regions in the
United States, the Northeast and the West. Clinics of varying
sizes and specialties were recruited (►Table 2). The majori-
ty (71%) of clinics were part of a health care system. Most
(57%) clinics only provided primary care and the remainder
of the clinics were multispecialty clinics. Patients at these
clinics were covered by various types of insurance, with
some patients mainly covered by Medicare or Medicaid and
others covered by private insurance. Most clinics (71%) used
multiple value-based payment models, while two clinics

(29%) used only one type. In terms of how and where clinics
receive IT support, most clinics (71%) have in-house IT
support staff; only two clinics (29%) received IT support
from their EHR vendor. Next, clinics reported their quality
metrics to several different organizations and all clinics at a
minimum report to the Centers for Medicare and Medicaid
Services. Lastly, all the clinics were required to report
quality metrics, and which metrics they reported on,
were decided by several groups. Some of these include their
physician organization and the organizations to whom they
report these metrics.

Medication Safety Test Performance
The mean overall percentage score for the medication safety
test was 54.6%. Overall scores ranged from 37.5 to 80%
(►Table 3). Clinics scored highest in the following categories:
drug allergy (100%), drug–drug interaction (89.3%), drug preg-
nancy (75%), daily dosing (78.6%), and drug diagnosis (67.9%).
Lower scoring categories included single dosing (57.1%), drug
age (39.3%), and therapeutic duplication (39.3%). None of the
clinics alerted on the drug laboratory and drug monitoring
orders in the test (►Fig. 2). The average time it took to
complete the medication safety test was 2hours.

Themean fatal order scorewas 67.9% (►Table 3). All clinics
alerted on at least half of the fatal orders in their test, and only
one clinic alerted on all of them. The mean nuisance order
score was 64.3%, and scores ranged from 0 to 100%.

Medication ReconciliationModule: Qualitative Results
For themedication reconciliationmodule, three (43%) clinics
used an EHR-based medication reconciliation function that
notified providers if there were any discrepancies between
the medication lists; the provider would confirm that the
medication list was updated. However, only one of the clinics
could actually demonstrate this functionality in their EHR
during Phase 2 of piloting. One clinic noted that their EHR
system does not provide any CDS during this process. For the
other clinics, patient’s medication lists were stored in the
EHR, but the actual comparison of medication lists was
performed manually by a nurse or medical assistant.

Fig. 1 The process used to pilot the Ambulatory Electronic Health Record (EHR) Evaluation Tool.
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Discussion

The Ambulatory EHR Evaluation Tool was developed and
piloted with seven outpatient clinics, each using one of the
seven leading outpatient EHR vendor systems. There was
significant performance variation; most clinics had basic
decision features implemented, while advanced decision sup-
port—which likely delivers a large part of the safety benefit—
was largely absent. The mean overall percentage score was
54.6%, indicating a little over half of themedication test orders
were correctly alerted on. The mean fatal order and mean
nuisance order scores were 67.9% and 64.3%, respectively. For
the medication reconciliation module, most clinics did not
electronically reconcile medication lists, and usually had a
clinician identify discrepancies between medication lists.

The results from themedication safety test provide a high-
level overview of the types of alerts outpatient clinics have in
place. In this evaluation, all the clinics had a mix of basic and
advanced decision support features implemented in their
systems, with clinics generally performing quitewell for basic
decision support categories such as drug allergy and drug–
drug interaction. However, for other categories, a common
themeemerged, in that certain types of alertswere completely
absent. Thiswas illustratedbyClinicB,where theyscored0% in
the drug dose (daily) and drug dose (single) order categories,
both of which carry substantial patient risk. This clinic con-
firmed that these alerts were turned off in their system. In
addition, the drug age and therapeutic duplication categories
had the most variability in performance across all the clinics,
where several of them scored 0% in these categories, while
other clinics correctly alerted for almost all those orders. One
clinic commented that the drug age alerts were not turned in
their systembecause theirmedication referencedatabasedoes
not require it. This is especially alarming since this category
focuses on geriatric alerts. This also suggests that theremay be
a limit as to howmuch control outpatient clinics have over the
customization of their EHR. Sincemost of the clinics had an in-
house IT support staff, these results can be used to aid in
customizingwhenandhowalerts are triggered in these clinics’
systems.23,24

Another commonality between the clinics was that none of
them alerted for the drug laboratory and drug monitoring
orders. A scenariowhere a drug laboratory alert should appear
is when nitrofurantoin is prescribed to a patient with severe
renal failure. Anexampleofadrugmonitoringalert is aprompt
to monitor lithium levels after starting a patient on lithium
carbonate. All the clinics reported that these alerts are not
turned on in their system, even though their EHR has this
functionality, and these are some of the most dangerous
clinical situations. One clinic reported that there is difficulty
in obtaining themost updated lab results if the patient did not
have their laboratory work done at a facility associated with
their clinic. This suggests that there are barriers to obtaining
the most updated laboratory information, and this can be a
result of the lack of health data exchange between facilities.25

There are also cases of clinics within the same health care
system having different procedures for following up on abnor-
mal laboratory results.26 For clinics that did have updated labTa
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results for a patient, the linkage between abnormal lab values
and the triggering of alerts seemed to be absent. As for the lack
of drug monitoring alerts, physicians at these clinics com-
mented that implementing these types of alerts at their clinics
would be very helpful. Further research about the impact and
use of these types of alerts in the outpatient setting could be
beneficial for clinics so that they can implement them effec-
tively into their EHR systems.

In terms of fatal order performance, themean overall score
was 67.9%, and all the clinics alerted on at least half of the fatal
orders in their test. The clinics that detected the most fatal
orderswere also the clinicswith thehighestoverall scores. This
pattern is observed in the inpatient test,where there is a linear

relationship between overall performance in the test and fatal
order performance.14 One of the fatal orders that clinics
struggled with was the drug dose (daily) fatal order, where
three clinics did not alert on it. Two of the clinics had daily
dosing alerts implemented in their system (Clinics D and G),
while Clinic B did not implement cumulative dosing alerts. For
Clinics D and G, these results suggest that although they have
cumulative dosing decision support implemented, it may not
be targeting some of the most dangerous medication orders.
Given the potential for these orders to cause significant harm
and death, this is an important opportunity for improvement.

For nuisance orders, the mean overall score was 64.3%.
These orders have the potential to contribute to alert fatigue

Table 3 The results from the seven-clinic pilot

Category Clinic A % Clinic B % Clinic C % Clinic D % Clinic E % Clinic F % Clinic G % Mean %

Drug allergy 100 100 100 100 100 100 100 100

Drug–drug interaction 75 100 75 100 100 100 75 89.3

Drug pregnancy 100 100 75 75 75 100 0 75

Drug dose (daily) 100 0 100 75 100 100 75 78.6

Drug diagnosis 0 100 50 100 100 100 25 67.9

Drug dose (single) 50 0 100 25 50 100 75 57.1

Drug age 0 0 0 100 75 100 0 39.3

Therapeutic duplication 0 75 0 0 75 100 25 39.3

Drug laboratory 0 0 0 0 0 0 0 0

Drug monitoring 0 0 0 0 0 0 0 0

Overall score 42.5 47.5 50 57.5 67.5 80 37.5 54.6

Fatal order score 50 50 75 75 75 100 50 67.9

Nuisance order score 100 50 100 100 25 0 75 64.3

Note: The mean overall percentage of unsafe orders detected was 54.6%. The mean fatal order score was 67.9% and the mean nuisance order score
was 64.3%.

Fig. 2 The individual order category scores by clinic, where each colored bar represents a clinic.
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in that they are low priority drug–drug interactions or
therapeutic duplications that can be presented noninterrup-
tively.21 Overall, most clinics did not alert on many of these
orders, however clinics with the highest overall scores had
the lowest nuisance order scores, indicating that several
nuisance orders were alerted on. For example, Clinic F had
the highest overall score in the pilot (80%) but alerted on all
the nuisance orders, suggesting that the threshold for which
alerts are triggered is too low.27 This relationship between
overall score and nuisance order score was observed in the
inpatient tool, where some hospitals achieved their high
scores at the expense of overalerting.14 Other instances of
overalerting in these clinics’ EHRs included: repeated alerts
for the same order and food and alcohol interactions being
displayed within the same window as other potentially
higher priority alerts. This can have significant effects on
patient safety in that providers can miss severe alerts if they
are delivered in the same window as low priority alerts.

Finally, three clinics had an EHR-based medication recon-
ciliation functionality, while the other four clinics did not, even
though medication reconciliation is required by the Joint
Commission. However, during the pilot, only one of the clinics
with the electronic medication reconciliation function could
demonstrate this process. One clinic noted that though their
system has this functionality, it is poorly understood by most
providers, suggesting that either redesign or training sessions
could be beneficial.28 This process is very difficult if clinics
cannot obtain the patient’s most recent medication lists or do
not have access to Continuityof CareDocuments (CCDs). In this
scenario, clinics without electronic medication reconciliation
relied on information found in the last clinical note or on the
patient bringing their medication list to their visit. Conversely,
EHR-based medication reconciliation relies on consistent and
accurate updates to the patient’s medication list within the
EHR,29 and can also have consequences such as data entry
errors.30 For the clinics in the pilot, if patients were seen
outside the health care system, their medication lists could
not be updated automatically. This barrier suggests that the
lack of interoperability of EHRs play significant roles in this
process. Lastly, althoughmedication reconciliation is useful for
detecting discrepancies between patients’ medication lists, it
has yet to be proven to decrease the rate of ADEs.31,32 Clinics
which had electronic medication reconciliation noted that
when prescribers are updating the medication lists, no CDS
is provided.

The results from this pilot provide insight into potential
areas of improvement in outpatient EHRs. The clinics in the
pilot have both basic and advanced decision support features
implemented; however, some alerts related to advance deci-
sion support were completely turned off. The qualitative
results from the pilot support the current research around
medication reconciliation in that it is a useful process for
detecting medication discrepancies, but the effectiveness of
widespread implementation of electronic medication recon-
ciliation onpreventingADEshas yet to beproven. These results
suggest that there is significant variation in ambulatory EHR
safety performance, and that ambulatory care provider orga-
nizations should engage in regular self-assessment to deter-

minehowwell their EHRdecisionsupport systemispreventing
potential ADEs. Results from the inpatient tool shows that
hospitals which take the test annually perform better than
hospitals taking the test for the first time, suggesting that
recurring evaluation can lead to improvement in EHR safety
performance.7Ultimately, this toolwill be furtherdeveloped to
test other areas such as the usability of EHRs and alert design.

Next Steps for the Ambulatory EHR Evaluation Tool
For the next pilot, a software platformwill be used to deliver
all sections of test, and clinics will receive immediate feed-
back from each section of the tool. Next, at least 30 outpa-
tient clinics will participate in this pilot, including the seven
clinics that participated in this first pilot. There will be a
change to the scoring algorithm, where nuisance orders will
be included in the calculation of the overall score. This
change is in response to the potential of nuisance orders to
cause alert fatigue, which is a factor that can contribute to
physician burnout.4

Limitations
Our study has several limitations. First, since EHR implemen-
tation varies by facility, the results from this tool are not
representative of all the clinics using a specific vendor. In
addition, this was the first pilot of themedication safety test,
so it has not been externally validated; however, its meth-
odology mirrors the inpatient test, which has been heavily
validated.7,8,14–17 Next, this tool measures process quality
rather than outcome quality and assessing the association
between ADEs and scores on the pilot is outside the scope of
this study. However, research on the inpatient tool has found
an association between CDS performance and ADEs, where
investigators predicted four fewer preventable ADEs per 100
admissions for every 5% increase in the overall percentage
score.17 Fatal orders and nuisance orders belonged to certain
order categories and are not representative of all the alerts a
clinic might encounter. Within-vendor variation is common
in hospitals, but this may not be true for outpatient clinics
where there is less customization, and future studies should
evaluate this. Finally, the clinics in our sample were recom-
mended by EHR vendors and are likely to be more techno-
logically advanced than the average clinic.

Conclusion

The Ambulatory EHR Evaluation Tool was piloted with seven
clinics, and the results suggest that there are many opportu-
nities for improvement. Clinics struggled in areas of advanced
decision support such asgeriatric alerts and none of the clinics
alerted for the drug lab and drugmonitoring orders. Given the
potential for fatal orders to cause serious harm and death,
clinics should seek to target these types of alerts first when
seeking to improve their medication-related decision support
and should strive for a perfect score in this area. At the same
time, there must be a balance between underalerting and
overalerting to help avoid alert fatigue. In the case of medica-
tion reconciliation, most clinics did not have an EHR-based
medication reconciliation function and its accuracy is largely
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dependent on accessing a patient’s most updated medication
lists. These data suggest that wider use of this tool by outpa-
tient clinics could help improve an important dimension of
medication safety and help inform vendors about areas of
improvement as they work with their client bases.

Clinical Relevance Statement

Results from this seven-clinic pilot highlight some of the gaps
in the implementation of ambulatory EHR systems, which
can have serious effects medication safety. By using the tool,
outpatient clinics can use their results to discuss improve-
ments to their EHR with their vendor to prevent patient
harm.

Multiple Choice Questions

1. Based on this pilot, which of the following order checking
categories did clinics struggle the most with?
a. Drug allergy.
b. Drug pregnancy.
c. Drug laboratory.
d. Drug–drug interaction.

Correct Answer: The correct answer is option c. None of
the clinics in the pilot alerted for the drug laboratory
orders in the medication safety test.

2. Which order category did clinics have the most variation
in performance in?
a. Drug laboratory.
b. Drug age.
c. Drug monitoring.
d. Drug allergy.

Correct answer: The correct answer is option b. Some of
the clinics had drug age alerts turned on in their system,
while others did not.

Protection of Human and Animal Subjects
No real patients were used in Ambulatory EHR Evaluation
Tool, only test patients were used.
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