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Abstract Background Increased adoption of electronic health records (EHR) with integrated
clinical decision support (CDS) systems has reduced some sources of error but has led
to unintended consequences including alert fatigue. The “pop-up” or interruptive alert
is often employed as it requires providers to acknowledge receipt of an alert by taking
an action despite the potential negative effects of workflow interruption. We noted a
persistent upward trend of interruptive alerts at our institution and increasing requests
for new interruptive alerts.
Objectives Using Institute for Healthcare Improvement (IHI) quality improvement
(QI) methodology, the primary objective was to reduce the total volume of interruptive
alerts received by providers.
Methods We created an interactive dashboard for baseline alert data and to monitor
frequency and outcomes of alerts as well as to prioritize interventions. A key driver
diagram was developed with a specific aim to decrease the number of interruptive
alerts from a baseline of 7,250 to 4,700 per week (35%) over 6 months. Interventions
focused on the following key drivers: appropriate alert display within workflow, clear
alert content, alert governance and standardization, user feedback regarding over-
rides, and respect for user knowledge.
Results A total of 25 unique alerts accounted for 90% of the total interruptive alert
volume. By focusing on these 25 alerts, we reduced interruptive alerts from 7,250 to
4,400 per week.
Conclusion Systematic and structured improvements to interruptive alerts can lead
to overall reduced interruptive alert burden. Using QI methods to prioritize our
interventions allowed us to maximize our impact. Further evaluation should be
done on the effects of reduced interruptive alerts on patient care outcomes, usability
heuristics on cognitive burden, and direct feedback mechanisms on alert utility.
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Background and Significance

In the decade since the Health Information Technology for
Economic and Clinical Health (HITECH) act was passed,
electronic health records (EHRs) have become near universal
in the US healthcare system.1 Though this digital revolution
has brought with it many benefits both to providers and
patients, it has also produced several unintended consequen-
ces including increased interruption of provider workflows,
increased cognitive burden, and alert fatigue.2

Alert fatigue, also known as alarm fatigue, is not a new
phenomenon nor one exclusive to medicine; it has been
described in various other fields including off-shore oil
drilling and aviation.3,4 Alert fatigue has often been defined
as excessive alerting causing users to become less receptive
to further alerts. An alternative definition proposed at a 2011
summit regarding medical device alarms can easily be
applied to EHR alerts and strikes at many of the core issues:
“alarm fatigue iswhen a true life-threatening event is lost in a
cacophony of noise because of the multitude of devices with
competing alarm signals, all trying to capture someone’s
attention, without clarity around what that someone is
supposed to do.”5

Prior work on alert fatigue in medicine has primarily
focused on alerts related to computerized physician order
entry (CPOE). Several recent studies of CPOE decision support
have shown consistently low acceptance rates, ranging from 4
to 11%.6–10 Low acceptance rates of alerts are concerning
becausewhen alerts are identified as inappropriate, clinicians
have shown reduced responsiveness to future alerts.11 In
addition to reducing responsiveness to additional alarms,
there are numerous deleterious effects of such interruptions
on the user’s primary task. In one study, emergency depart-
ment physicians failed to return to 19% of interrupted tasks.12

In other parts of the hospital, interruptions can occur 2 to 23
times per hour.13 Additionally, interruptions have been asso-
ciated with dispensing and administration medication errors,
contributing to as much as 12% of medication dispensing
errors by pharmacists14 and a similar percentage increase in
medication administration errors by nurses.15 Excessive CPOE
alerts considered inconsequential and ignored by users have
become so commonplace that the Leapfrog Group now
includes an “alert fatigue” category in their CPOE evaluation
tool used by hospitals throughout the United States.16 Reduc-
ing unhelpful ormistargeted alerts should be a priority for any
well-functioning clinical decision support (CDS) system.

Increasingly, CDS is being created outside of CPOE. In our
EHR system, Epic (Epic Systems Corporation, Verona,Wiscon-
sin, United States), non-CPOE alerts primarily utilize an alert
type called a Best Practice Advisory (BPA). This tool is widely
versatile and can be triggered for display based upon a variety
of patient or provider characteristics and at various times in
the clinicalworkflow. For example, BPAs can remind providers
to complete required documentation, to order overdue vacci-
nations, or to notify providers about high-risk conditions that
may affect their care choices. However, because of this flexi-
bility, BPAs are often the first CDS method requested for
making any improvements in patient care, harkening back to

a quote from the philosopher Abraham Kaplan: “Give a small
boy a hammer, and hewill find that everything he encounters
needs pounding.”17

Although there are studies in the literature focusing on
reducing alert burden, there has been little work utilizing
quality improvement (QI) tools andmethodology.Weaimedto
use the Institute for Healthcare Improvement’s (IHI)model for
improvement to reduce the burden of interruptive alerts for
providers inour institutions.18The IHImodel for improvement
focuses on rapid-cycle testing in the field to learn which
interventions can predictably produce improvements and
has been the primary QI model at Nationwide Children’s
Hospital.19 The general steps in our application of the IHI
model for improvement include using a cause and effect
diagram (or Ishikawa diagram) to identify root causes of a
problem, the creation of a key driver diagram to delineate the
primary contributors to the goal and interventions to address
each, and use of a Pareto chart to prioritize interventions to
maximize impact and control charts to monitor performance.

Objectives

Theprimary objectivewas to utilize the IHImodel for improve-
ment methodology to reduce interruptive alert burden for the
providers in the Nationwide Children’s Hospital system. In the
context of this paper, the termprovider will be used to identify
attending physicians, fellows, residents, nurse practitioners,
and physician assistants. Our secondary objective was to
increase physician feedback on alert utility and usability.

Methods

Context
Nationwide Children’s Hospital is an academic and free-stand-
ing children’s hospital located in Columbus, Ohio; it imple-
mented theEpic EHR system in2005. From2008whenwehave
available change request documentation, there has been an
escalating number of requests from clinical and administrative
groups within our system for CDS using BPAs. Although they
can be displayed in a noninterruptivemanner such as an inline
notification, many of the requests were for interruptive, “pop-
up” versions (►Fig. 1). At the same time, the total volume of
these interruptive alerts shown to providers had also been
increasing year over year anddid not showsignsofdiminishing
(►Fig. 2) as of the end of 2017 when this project began.

Planning the Intervention
In early2018,weformedamultidisciplinaryQI groupto review
and identify why we had increasing volumes of interruptive
alerts. The group included attending physicians from several
service areas, a resident physician, a nurse practitioner, and
Epic analysts. As our first foray into reducing alerts, the group
decided to focus specifically on reducing interruptive BPAs
shown to providers. In this paper, we define interruptive alerts
as BPAs displayed to providers that upon firing require an
action (whetheracceptance, acknowledgment, ordismissal) on
the part of the provider to proceed with their workflow.
Additionally,weexcludedseasonal influenzavaccinationalerts

Applied Clinical Informatics Vol. 11 No. 1/2020

Reducing Interruptive Alerts Using QI Methodology Chaparro et al. 47

T
hi

s 
do

cu
m

en
t w

as
 d

ow
nl

oa
de

d 
fo

r 
pe

rs
on

al
 u

se
 o

nl
y.

 U
na

ut
ho

riz
ed

 d
is

tr
ib

ut
io

n 
is

 s
tr

ic
tly

 p
ro

hi
bi

te
d.



Fig. 1 Requests for interruptive Best Practice Advisories per year.

Fig. 2 Weekly volume of interruptive Best Practice Advisories shown to providers (defined as physicians, residents, fellows, nurse practitioners,
and physician assistants) and total inpatient days as a marker of overall hospital volume with linear trendlines in the 16 months preceding our
quality improvement project. This volume is not controlled per provider, but a global indicator of alert volume.
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for this project as we felt they could potentially obfuscate the
impactofour interventions. Because there is little existingdata
on establishing an appropriate or acceptable volume of alerts,
the group chose an initial goal of reducing our total volume of
alerts by 35% based on consensus. To identify failings in the
current alert ecosystem, the group constructed an Ishikawa
diagram regarding all the potential causes excess alertsmay be
showing to providers. The group then categorized these causes
into four main themes: lack of clinical relevance, poorly built
alerts, lack of governance, and increasing patient volume/
acuity. Based upon these findings, a key driver diagram was
developed to identify targets for interventions (►Fig. 3).

Interventions

Governance
A dedicated interruptive alert team (IAT), consisting of one
physician informaticist and two Epic analysts, was estab-
lished to act as the primary conduit for all interruptive alert
build and changes for the Nationwide Children’s Hospital
system. All new interruptive alert requests require comple-
tion of a standard intake form focusing on several points:

• Current provider workflow description.
• Ideal future-state workflow with BPA description.
• Plans for monitoring the impact of desired alert.
• Data supporting the need for desired alert.

The IAT served as the intake point for all new alerts,
deciding collaboratively on prioritization of requests as
well as determining whether an interruptive alert, or other
manner of CDS would be appropriate.

Monitoring
We implemented a QlikView (Qlik Technologies Inc., King of
Prussia, Pennsylvania, United States) visualization tool that
displays an interactive dashboard of all BPAs firing within
our institution for a rolling 6-monthwindow. Initial planning
and strategy were performed using a static version of this
report for the prior 18 months. Data included in this dash-
board comprised encounter level information, basic patient
demographic information, provider information, and pro-
vider-response information including actions taken and the
unstructured information provided in the override reasons
of alerts that allowed such entry.

Review of Top Alerts
Because many of our planned interventions were agnostic to
the individual alert content, we prioritized interventions by
addressing the highest volume interruptive alerts within the
system to have the largest potential impact. In inspecting the
top alerts, we used several different approaches to identify
problems with the technical build. First approach was eval-
uating inclusion/exclusion criteria including applicable roles
and provider locations (e.g., emergency department, ambu-
latory clinics, and inpatient).

The second approach utilized the monitoring dashboard to
identify edge cases that happen infrequently andmay not have
been anticipated during the design phase to gain insight about
potential build errors. In addition to monitoring alert activity
from the perspective of the individual alert, we also sought to
identify high-volume patients (patients for whom certain
alerts werefiring frequently) and high-volume providers (pro-
viders who received a significant proportion of specific alerts).

Fig. 3 Key driver diagram. We established a focused goal for our QI project of reducing the number of interruptive alerts seen by providers by
35% within 6 months and sustaining this reduction for at least 3 months. Using the information from the Ishikawa exercise, we identified these
five key drivers and designed several interventions to effect change in those areas. QI, quality improvement.
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Additionally, acknowledgment reasons, free text entered
by providers when overriding an alert, were reviewed man-
ually to identify potential exceptions and problems with
workflows. Lastly, we assessed each alert for clinical neces-
sity and up-to-date content and alert logic, with subject
matter experts contacted when necessary. We also validated
with subject matter experts when changing alert logic or
content significantly.

Usability
Drawing from Nielsen’s heuristics for interface design, we
redesigned the top alerts with the goal of being as easily
interpretable and actionable as possible (►Fig. 4).20 Alert
visual content was simplified where possible, with concise
yet clear language, use of iconographywhen appropriate, and
displaying relevant information (e.g., laboratory results)
when applicable. Because all new alerts were being funneled
through the IAT, wewere able to provide consistency in build
style in those alerts as well.

Feedback Mechanisms
Although some BPAs include a comment box for free-text
feedbackwhen overriding an alert, the objective of this box is
not explicit and not all alerts provide this opportunity. To
solicit more formal feedback, we designed a small badge in
the corner of interruptive alerts asking the end user to
provide positive or negative feedback, indicated by
thumbs-up or thumbs-down icons. These icons open a
REDCap survey with a single question to explain their
satisfaction or dissatisfaction with the alert. REDCap is a
secure and web-based software platform designed to sup-

port data capture for research studies.21,22 This feedback was
used by the IAT to further improve the alerts.

Timeline of Interventions
Alert governance including creating the IAT and intake form
was initiated in October 2017. The monitoring system was
initially stood up in November 2017. Initial alert changes first
went into production in late March 2018. Because of the
manifold nature of these changes, many alerts had changes
implemented in a stepwise fashion; therefore, there are not
specific implementation dates for alert-specific changes ex-
cept in thecasesof balancingmetricswhich are included in the
relatedfigures. TheREDCapfeedbacksurveywas implemented
during the sustain period of the project in early 2019.

Balancing Metrics
To assess whether our changes to reduce alert volume might
affect theoriginalgoalsof theBPAs, severalalertshadbalancing
metrics followed during the intervention phase. One alert
originally created for meaningful use focused on tobacco
history review inpatientsaged�13years.Thisalertwasturned
offcompletelygivenhistorically lowacceptanceof the alert and
rates of marking tobacco history reviewed were tracked sub-
sequently. A second alert regarded cosignature of admission
orders within 24hours of admission (a regulatory require-
ment). Changes made to this alert included allowing perma-
nent deferrals for consulting physicians, locking out the alert
for 1hour to prevent repeated firings and changing the alert
display as described above. We assessed the percentage of
patients with their orders signedwithin 24hours of admission
before and after the interventions.

Fig. 4 Adaptation of Nielsen’s web usability heuristics to alert design.
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Results

The Pareto chart in ►Fig. 5 demonstrates that the top 25
firing interruptive alerts accounted for 90% of the total
volume of interruptive alerts (►Appendix A), and the top
65 firing alerts accounted for 99%. This is despite having
nearly 170 interruptive alerts targeting providers active in
the production environment. The QI team decided to address
these initial top 25 alerts as the first wave of improvements
to reach our goal.

Regarding targeting and inclusion criteria, we identified
several changes to reduce inappropriate firings. We identified
several alerts that targetedusers because of their role/title, but
not necessarily their actual workflow. For example, radiolog-
ists and pathologists have the role type of physician and
frequently enter patient charts but may not be in the position
to perform certain suggested actions. By reviewing alert
specific data including actions taken based on specialty or
department, we were able to identify clinical workflows that
would likely benefit fromexclusion from future alerts.We also
identifiedseveral alertswherecertainprovider typeshadbeen
inadvertently omitted (e.g., an alert intended for all providers,
but the fellow role had not been included).

Reviewing high-volume patients and high-volume pro-
viders also yielded several insights. We encountered one
alert that had fired several hundred times on a single patient
because the alert logic to stop further firings required
nursing documentation that had not been performed.
Because there was no transparency in the alert to let the
provider know what was causing continued firings, the

acknowledgment comments showed obvious frustration
with the continued alerting. We found a second alert for
which a handful of providers in a single specialty received
nearly half of the alerts. We found that this particular alert
directly conflicted with their intended workflow and was
able to be amended to account for their process. Provider
feedback also proved essential. In several of the alerts, the
free-text acknowledgment reasons provided insights as to
why providers found the alert unhelpful or not applicable,
whether it was a clinical condition or situation that had
simply not been accounted for in the original build.

As an example of the usability revisions we made, we
modified an existing alert recommending completion of the
admission medication reconciliation (►Fig. 6). The initial
alert had a relatively lengthy title and a short paragraph of
plain text explaining the alert. The modifications included
the following. The title was changed to a category of alert
“missing information” to allowmore rapid recognition of the
content providers should expect (we utilized the same
category for several alerts of similar content). We also
emphasized why the provider was seeing the alert with
bolded text to increase visibility of system status. Addition-
ally, in all the alerts we revised, creation of a standard “what
do I need to do?” section was included. If providers read
nothing else, they would at least understand what steps are
needed to be taken to complete the recommendation or to
defer/acknowledge the alert.

Our initial QI goal was to reduce the total volume of weekly
interruptive alerts shown to providers by 35% from a baseline
of 7,250 to 4,700 per week. We reached the initial goal and

Fig. 5 Pareto Chart. This chart, created using cumulative alert information from the 16 months preceding our QI project as seen in ►Fig. 2,
shows the individual number of firings for each interruptive alert as well as the cumulative total sorted from highest volume to lowest volume
alerts. QI, quality improvement.
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surpassed it—reaching a new baseline of 4,400 per week—a
decreaseof39%byOctober2018 (►Fig. 7),which followedbya
further downward shift in the spring of 2019. This was despite
the introduction of several new alerts during this period.
During our project, we continued to look for a metric that
would account for variations in patient volumes as well as a
growingmedical staff. UsingEpic log-in records thatdocument
when provider sessions begin and end, we analyzed the alert
volumes as a measure of alerts per 1,000hours of time logged
in (►Fig. 8). We found that even when controlling for time
logged,we still achievedmultiplebaseline drops in our control
chart, exceeding our initial goal of 35% reduction.

With regards to the balancing metrics, we did see a small
downward shift in the percentage of admission orders signed
within24hours after the initial changes (►Fig. 9). Interestingly,
after turning off the tobacco history alert completely, therewas
no change in rates of tobacco history review (►Fig. 10).

Despite only being active for a short period, the REDCap
feedback mechanism helped to identify multiple previously
unrecognized build issues. For example, we found that emer-
gency department providers were receiving an alert intended
only for inpatient providers if they signed in after a patientwas

admitted because the alert was based on the patient’s location
only. This was able to be quickly fixed. In a period of 6months,
we received a total of 127 feedback surveys, with 89 (70.1%)
critical feedback responses and 38 (29.9%) positive responses
regarding 14 of the alerts. Additionally, it has also provided a
new avenue of communication between informaticists and
front-line clinicians. More than one respondent has com-
mented after being emailed for follow-up that they are glad
to have confirmation of someone who has heard their frus-
trations. This provider engagement is also evident in that
several providers have left feedback on more than one alert,
potentially signifying confidence in the feedback system.

Discussion

Improving patient care and safety has been one of the core
missions of Nationwide Children’s Hospital, and as such
there is a strong emphasis on continuous QI.23–25 Although
interruptive alerts and other forms of CDS have frequently
been used to support QI initiatives, there are limited instan-
ces of QI methodologies being used directly to improve the
CDS itself. One study from researchers in Valencia, Spain used

Fig. 6 Stylized depictions of initial version of alert before (above) and after (below) usability changes.
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Lean Six Sigma and the Define-Measure-Analyze-Improve-
Control (DMAIC) cyclemethodology to reduce CPOE alerts by
28%.26 In that study, they also prioritized high-volume alerts
for review and made changes only involving 32 molecules to
achieve their goals. The study by Simpao et al also used QI
methods including a visual dashboard to review the most
frequently triggered drug–drug interaction alerts, leading to
deactivation of 63 alert rules.27 In this study, we demon-
strated that a systematic approach using QI tools can effect
meaningful improvements in interruptive alert volume for
providers. One of the factors most limiting to the improve-
ment of CDS systems is the extensive labor often involved in
manually reviewing alert and response appropriateness.28

By using tools such as Pareto charts and live monitoring
dashboards, we were able to better focus our limited resour-
ces toward changing alerts that would provide the most
return.Wewere able to surpass our initial targeted reduction
ahead of our initial achieve deadline and sustain those
interventions with a small focused team. This is consistent
with previous studies demonstrating the importance of
monitoring alert activities to identify abnormal behaviors
and to strategize interventions.27,29,30

One unique aspect to our use of the alert dashboardwas to
evaluate alerts from the perspective of the individual patient
and provider to identify edge cases to guide our changes.

Although we utilized the IHI’s model for improvement
methodology, these techniques of prioritizing interventions
to maximize impact and reducing variability are common
across multiple QI methodologies.

During our project, we made significant efforts to imple-
ment usability principles into our alert redesigns. Others have
shown that usability factors affect the success of CDS sys-
tems.31–35Althoughwe initiallybasedouralertdesignchanges
upon Nielsen’s usability heuristics, we found our changes
aligned with many of the best practice guidelines published
by other human factors research groups.36–39 We received
positive feedback responses fromnearlyonethirdofuserswho
took the time to complete the feedback survey and we also
received informal feedback from users that the alerts were
clearer andmore distinguishable. A recent publication regard-
ing an embedded survey tool found categorized only 2% of
their feedback as positive.40 One significant difference be-
tween our feedback tool and this previously published tool
was using separate links to provide positive and negative
feedback with associated iconography of the familiar
thumbs-up and thumbs-down, respectively. We chose this
design specifically so that users did not feel that the only
feedback we were soliciting was negative.

Aaron et al described using natural language processing
(NLP) to identify “cranky comments” provided in the free-

Fig. 7 Control chart of total interruptive BPAs seen by providers per week. BPA, best practice advisory.
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text alert override comments.41 Although manual review of
these override comments was part of our process, this
required significant resources without NLP. We found that
using the embedded feedback survey provided a more
focused venue for users to vent their frustration or to notify
uswhen something hadgonewrong. This not only allowedus
to correct problems in the system but was a chance for
outreach to our colleagues. The IAT reviews and responds to
each feedback received, and in so doing, often opens a
dialogue and appreciation for our efforts.

One of the most difficult questions encountered was how
to balance reducing alert burden with the potential for
negatively affecting patient care. In much of medicine, the
benefits and risks of not doing a test or procedure are more
concrete. By not showing an interruptive alert, we may
reduce a provider’s alert burden but could cause miss an
opportunity to provide information the clinician needed to
treat the patient correctly. This could lead to both errors of
omission or commission. Multiple studies have shown EHR
experience and specifically alert fatigue to be a risk factor or
predictor of physician burnout.42 However, it is not yet well
established what specific aspect of alerting causes these
cognitive and affective outcomes: total number of alerts,
proportion of alerts that are incorrect or unhelpful, time

density of alerts, or perhaps something else. Because there is
not yet a well-establishedmetric of alert burden, we initially
used total alert volume as our measure. However, we quickly
realized that this did not adequately reflect changes in
patient volume or provider time in the system. For that
reason, we decided to monitor alerts per provider time
logged into the EHR. There is even the question of the
term alert fatigue itself; is this truly alert fatigue or rather
alert distrust based on prior experience? Bliss et al showed
that humans exhibit probability matching behavior in re-
sponse to alarms of varying reliability, quickly identifying
those alerts that are of low reliability.43 Perhaps it is not only
the volume, but also the quality and reliability of these alerts
that need to improve. There is much still to elucidate in the
study of alert fatigue and in particular, how we measure and
quantify it. As part of this, balancing metrics remain an
important and necessary aspect of our pursuit to improve
interruptive alerts.

Limitations

Although our initial aim was to reduce total alert volume
seen by providers, we recognized early on that this was not
an idealmetric.We therefore pursued tracking alerts per unit

Fig. 8 Control chart of interruptive BPAs seen by providers per 1,000 hours logged in as measured using log-in and log-out times. BPA, best
practice advisory.
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Fig. 9 Admission order balancing metric: Arrow A denotes the initial revision of the visual appearance of the alert. Arrow B denotes changes in alert
restrictions.

Fig. 10 Tobacco history alert balancing metric. This alert was turned completely off at week 18 of 2017 (arrow). There was no significant change
in the percentage of patients 13 years or older with tobacco history reviewed.
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time logged into the Epic system as a more standardized
measure. Although this does not account for idle time such as
when a provider takes a phone call and leaves Epic open, we
believe this could provide a more standard metric of total
alert burden, a measure which has still not yet been well
defined in the literature. We also recognize that alert fatigue
is not simply a measure of number of alerts but also the
usefulness of these alerts. Because of the inherent difficulty
in measuring the usefulness of many individual alerts, our
outcomes focused on the impact of alert volume as ameasure
of burden. Although some researchers have used alert
override rate as a surrogatemarker of an alert’s effectiveness
in previous studies, Baysari et al found that when users are in
the state of alert overload, alerts are unlikely to even be
read and considered and may be overridden simply as
habit.6–10,44

Another limitation inherent to many QI projects is that
because of the nature of QI with multiple often simulta-
neous interventions, it is unclear how much effect these
revisions had in improving provider acceptance individual-
ly. Because we were addressing aspects of 25 different
alerts, for much of our intervention period we had multiple
alerts undergoing multiple changes concurrently. While
this expedited the process and allowed us to achieve our
goal, it does limit our ability to know which changes were
the most effective.

An additional limitation of our study is that although we
madesignificantefforts toensure thealert logic for thesealerts
was correct, without manual review, it is often not easily
possible to assess the “correctness” of our alerts. Thus, a
potential unintended consequence of our changes to increase
provider receptiveness could be that alerts thatfire incorrectly
could have an increased chance of being followed.

Lastly, much of our usability feedback was of a purely
qualitative nature. We did not perform formal usability
testing on revised alerts for this project although we are
exploring such testing for future work. While there exists a
formal instrument for testing human-factors principles in
medication-related alerts, I-MeDeSa, there is not currently
an equivalent for custom alerts such as BPAs.45

Conclusion

In summary, we found that QI methodologies can be suc-
cessfully used to reduce interruptive alert volume in for
providers at a large, academic hospital system. QI methods
allowed effective prioritization of efforts and guided our
interventions. Further work is needed to define a more
accurate measure of alert burden and in formal evaluation
of human-factors principles in custom alerts.

Clinical Relevance Statement

As CDS systems continue to expand, providers face an
increasing number of alerts while performing clinical duties.
Interventions such as usability and improved targeting of
alerts, guided by QI methods, have the potential for optimiz-
ing the value of these alerts.

Multiple Choice Questions

1. Reviewing the inclusion/exclusion criteria, alert logic, and
other workings of interruptive alerts can be a time
intensive process. Which QI tool can be best to help
prioritizing your approach to reviewing alerts?
a. Pareto Chart.
b. Ishikawa Exercise.
c. Control Chart.
d. Swimlane diagram.

CorrectAnswer:Thecorrect answer isoptiona. ThePareto
chart helps to highlight themost important among a large
set of factors that are contributing to your problem. By
identifying thefactors, in thiscasealerts,whichaccount for
the largest proportions, teams can more easily decide
whichalerts to address earlyonandmakesignificantgains.

2. Clinically unhelpful or mistargeted interruptive alerts can
lead to which of the following:
a. User frustration with the EHR system.
b. Decreased acceptance of future alerts.
c. Potential medical errors because of interruptions.
d. All of the above.

Correct Answer: The correct answer is option d.
Unhelpful/mistargeted alerts are associated with physi-
cian burnout and frustration as well as decreased recep-
tiveness to future alerts. When alerts are interruptive,
they also pose the risk of contributing to medical errors
by increasing cognitive load.

Protection of Human and Animal Subjects
Activities in this project were designed solely for evalua-
tion of process and QI and did not require Institutional
Review Board approval.
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Appendix A Description and categorization of the top 25 alerts by overall volume at initiation of project

Description Category

Provider needs to review patient’s tobacco history Meaningful use

Provider needs to sign admission order Compliance

Provider needs to reconcile home medications Compliance

Patient is intraoperative, provider should not place orders for inpatient floor Safety

Provider needs to document a hospital problem for an admitted patient Meaningful use

Patient is admitted, provider should not place outpatient orders Safety

Provider needs to reconcile orders on Medication Administration Record hold Safety

Entered Hepatitis B vaccine is not due for this patient Safety

NICU patient is eligible to start cue-based feeding Quality of care

Reorder needed for restraints that are documented to be in place Compliance

Patient is on antipsychotic medications and needs monitoring laboratory studies Quality of care

Provider needs to complete discharge medication reconciliation Compliance

Surgical patient needs to order perioperative antibiotics Safety

Patient in ED is at high risk of sepsis and requires additional monitoring Safety

Diabetes patient needs lipid monitoring laboratory studies Quality of care

Entered rotavirus vaccine is not due for this patient Safety

Patient has elevated creatinine while on nephrotoxic medications Safety

Entered Prevnar vaccine is not due for this patient Safety

Entered HiB vaccine is not due for this patient Safety

Patient with congenital heart disease should receive additional health maintenance Quality of care

Provider needs to discuss breastfeeding with parents of NICU patient Quality of care

Patient in ED at risk for sepsis due for reassessment Safety

Provider needs to notify pharmacy of total parenteral nutrition order placed after daily cutoff Safety

Provider to place maintenance orders for patient awaiting admission for asthma Safety

PICU patient is eligible to start enteral feeds Quality of care

Abbreviations: ED, emergency department; NICU, neonatal intensive care unit; PICU, pediatric intensive care unit.
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