FVIII, Protein C and the Risk of Arterial Thrombosis: More than the Sum of Its Parts
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In this edition of Thrombosis and Hemostasis, Zakai et al. present data from the REGARDS study assessing the interplay between two well-established thrombotic risk factors in relation to both stroke and coronary heart disease (CHD) risk.¹ Their data show that high levels of coagulation factor VIII (FVIII) increase the risk of both stroke and CHD, seemingly more pronounced for the latter. Low levels of protein C (PC) only seem to increase the risk of CHD as the risk of stroke does not seem to be affected. This in itself is already an interesting find, as it is in contrast with a recent review and analyses of the literature that suggested that an increased coagulation propensity was strongly associated with the risk of stroke than with myocardial infarction, especially in the young.² But the paper by Zakai et al. takes the analyses further and puts a focus on the synergistic inter-play between FVIII and PC.

FVIII and PC, pars pro toto, can be seen as markers of the haemostatic balance which is the result of all thrombotic and anti-thrombotic traits. Given the direct effect of activated PC on FVIII, it is not inconceivable that a combination of these two risk factors play a synergistic role in developing arterial thrombosis.³ Basically, they ask themselves, is the combination of their effects more than the sum of their parts? Such an inter-play of two risk factors is also known as interaction of which two types can be discerned, being statistical and biological interaction. Each concept of interaction comes with its own applications and interpretations.

Testing for statistical interaction is classically done by including a cross-product term in a regression model and testing for statistical significance. The main goal of such an addition is to optimize the way the model is fitted to the underlying data and is therefore often a good idea when optimizing model fit is the goal of the analyses. When the cross-product term is statistically significantly different from the null hypothesis, there is said to be statistical interaction. However, it is important to note that this interaction is modelled on the scale of the regression model in which the cross-product term is entered. For linear regression, this means that the cross-product term shows the increase of the outcome parameter if one is exposed to both risk factors on top of the sum of the individual effects. However, when relative risks are modelled (e.g. hazard ratios from a Cox proportional hazards model), the scale is multiplicative and therefore the cross-product term shows the increase of the risk on top of the multiplication of the two individual effects. This is why statistical significance of a positive cross-product term is formally referred to as supra-multiplicative interaction.

This is distinct from assessing biological interaction, which looks for interaction on an additive scale. The easiest way to assess biological interaction between two risk factors (A and B) is to estimate and compare the risk of disease for those who are exposed to no risk factor (−/−), risk factor A (+/−), risk factor B(−/+), or the combination of both (+/+). This way, it is possible to model the additional risk conferred by being exposed to both risk factors on top of the risk of the two individual risk factors in itself, also known as supra-additive interaction.

The presence of supra-additive interaction helps to understand the biology of the disease. It indicates that some individuals only develop the disease because they are exposed to the combination of both risk factors. Sometimes it could also hint towards a clinical opportunity to reduce the risk in specific sub-group of patients. This is, however, not always the case as can be learned from the interaction between oral contraceptive (OC) use and high levels of kallikrein C1 (KAL-C1) inhibitor antigen levels.⁴ OC use alone increases the risk of ischaemic stroke in young women by approximately twofold, whereas KAL-C1 alone increases the stroke risk by fivefold. The combination of both increases the ischaemic stroke risk by approximately 23-fold, which is much more than can be expected based on the increase in risk of the two individual risk factors alone. Given that OC use...
is a modifiable risk factor, one might wonder whether screening for KAL-C1 before OC use might actually be a good idea. This is, however, not the case, as approximately 15,000 women need to be screened for KAL-C1 of which subsequently 10% or 1,500 should refrain from starting OC use to prevent one stroke per year. The reason for the need to screen this high number of women is the very low absolute risk of ischaemic stroke in young women. So even though biological interaction analyses might point towards a very strong supra-additive interaction, the clinical usefulness of this knowledge of such a strong synergy is not always specified.

It is key to understand the differences between statistical and biological interaction, as their application and goals can vary quite a bit. Also, the two concepts are not fully complementary or antagonistic. A certain biological interaction might not be picked up when one goes looking for statistical interaction, as supra-additive interaction might actually be just as strong as exact multiplicative interaction. If so, the cross-product term will not be statistically significant, and a relevant biological interaction will go undetected. Also, statistical interaction analyses are often focused on hypothesis testing by comparing the p-value of the product term to a pre-set α. In general, hypothesis testing alone is seen as an inadequate approach, especially when it is possible to provide a point estimate and corresponding confidence intervals.5

There are different methods to quantify the extent of the biological interaction, each with its own interpretation and idiosyncrasies (please refer to de Mutsert et al5 for a general overview and Li and Chambless7 for their application within the framework of cox regression modelling). But there are also other issues to consider. For example, assessment of biological interaction required the use of binary, or at least categorical, data. This need, as well as the need to combine these categories in the interaction analyses, is likely to lead to a loss of information as well as a reduction of statistical power. As a consequence, broader categories might be chosen which then might impact the interpretation of the results even further. But sometimes the differences between the two methods are not so relevant as the conclusions that can be drawn from both methods can converge under certain circumstances. For example, when both risk factors increase the risk of outcome, and the product term analyses suggest supra-multiplicative interaction effect, it follows that there is also a supra-additive interaction present.

Let us return to the paper of Zakai et al. Their initial focus seems to lie on statistical interaction as their analyses are centred around the cross-product term. However, their interpretation seems to be more focused on the biology. When this was pointed out during peer review, the authors promptly sent the results of additional analyses assessing the biological interaction. These numbers indicate a strong supra-additive interaction: compared with no risk factor, individuals with high FVIII alone (> 80th percentile) had a 1.7-fold increase in CHD risk, whereas low PC was only associated with a 1.3-fold increase in CHD risk. Being exposed to both risk factors, however, was associated with a sevenfold increase in risk. This increase in risk is much more than can be expected based on additive interaction. Further quantification of this increase shows that the relative excess in risk due to interaction was 5.0, suggesting that approximately 72% of the risk observed in patients with high FVIII in fact can be attributed to the combined effect of high FVIII and low PC (attributable proportion). These numbers also show that the combined effect is approximately six times larger than the individual effects (synergy index).

Why then are the analyses for biological interaction not presented in the final version of the manuscript? The authors had some strong arguments to do so. First of all, the primary analyses was to estimate the increase in CHD risk per standard deviation change (increase for FVIII, decrease for PC), and interaction of continuous exposures can only be assessed on a multiplicative scale. Assessing biological interaction would mean changing the main analyses, with a potential loss of power. Second, the analyses by Zakai et al were based on a case–cohort setting with extensive adjustment for confounding. Unfortunately, not all methodologies to quantify additive interaction have been tried and tested for that particular study design. But most importantly, their analyses indicate an interaction on the multiplicative scale and therefore also provide evidence of interaction on the additive scale. All in all, the authors have understandably decided that their main message, that is, that there is a strong interaction between a very low PC level and higher FVIII levels with regard to CHD risk, was best conveyed by showing the results from a product term analyses.

Where do we go from here? The discussed paper, as well as many other publications, suggests that the ultimate effect of the haemostatic balance is not just the simple sum of its parts. To understand and perhaps predict thrombotic risk in more detail and precision, the interaction between risk factors needs to be taken into account with the appropriate methodology. But even though the different methods to do so are clear and simple in theory, the reality can be more complicated and stubborn as is demonstrated by the paper from Zakai et al. On top of that, assessing the interaction between two risk factors in this era of precision medicine is only the tip of the iceberg. Imagine the complexity of the methodological considerations when assessing the interaction between not 2 but 20 risk factors. So, even though advancements in technology and higher precision in pheno-typing might be seen as hallmarks of this era of precision medicine, the proper application and interpretation of existing as well as the development of new methodologies is perhaps more relevant.

Especially, if we want to understand how and why a sum can be more than its parts.
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