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Abstract Evoking strength is one of the important contributions of the field of Biomedical
Informatics to the discipline of Artificial Intelligence. The University at Buffalo’s
Orthopedics Department wanted to create an expert system to assist patients with
self-diagnosis of knee problems and to thereby facilitate referral to the right orthopedic
subspecialist. They had two independent sports medicine physicians review 469 cases.
A board-certified orthopedic sports medicine practitioner, L.B., reviewed any disagree-
ments until a gold standard diagnosis was reached. For each case, the patients entered
126 potential answers to 26 questions into a Web interface. These were modeled by an
expert sports medicine physician and the answers were reviewed by L.B. For each
finding, the clinician specified the sensitivity (term frequency) and both specificity (Sp)
and the heuristic evoking strength (ES). Heuristics are methods of reasoning with only
partial evidence. An expert system was constructed that reflected the posttest odds of
disease-ranked list for each case. We compare the accuracy of using Sp to that of using
ES (original model, p < 0.0008; term importance � disease importance [DItimesTI]
model, p < 0.0001: Wilcoxon ranked sum test). For patient referral assignment, Sp in
the DItimesTI model was superior to the use of ES. By the fifth diagnosis, the advantage
was lost and so there is no difference between the techniques when serving as a
reminder system.
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Background and Significance

Expert systems useheuristicswhich aremethods of reasoning
withonlypartial evidence.1This requires experts in thefield to
encode knowledge about how they reason into the system.
This has traditionally been done by either specifying weight-
ings such as evoking strength (ES)which is definedas given the
manifestation (finding, test result, etc.) how strongly should you
think of the diagnosis. The other method used frequently is
feature selection in machine-learning algorithms.2 Bayesian
approaches use conditional probabilities often in the form of
sensitivity and specificity (Sp) to define and combine prob-
abilities of a diagnosis being true. For many years, leaders in
medicine have felt that therewas something special about the
heuristics used to create a differential diagnosis.3 This article
looks to answer the question regarding which method per-
forms better in a data set of patients who present with knee
pain and their diagnoses established by the consensus of two
sports medicine trained orthopedic surgeons.

Ledley and Lusted, in 1959, predicted that computerswould
help doctors in the diagnostic process.4 The first abdominal
pain diagnosis programwas designed by Tim deDombal at the
Universityof Leedsusing apureBayesianapproach. The system
classified cases as either appendicitis, diverticulitis, perforated
ulcers, cholecystitis small-bowel obstruction, pancreatitis, and
nonspecific abdominal painusing a training set of thousands of
patient data cases.5 At Stanford University, Shortliffe et al
developed MYCIN, which provided consultation regarding
the empiric antibiotic management of infectious diseases.6

MYCIN used the If/Then logic production rules consisting of
conditional statements (e.g., If the location of the infection is
the lungand thepatient is ofanage range55–65Then the likely
organisms causing the infection are Streptococcus pneumo-
niae).7 This methodology is one type of artificial intelligence
(AI), which includes machine-learning methods such as ran-
dom forest, deep learning, and Bayesian nets.1

Clinical judgment, biostatistics, epidemiology, and evi-
dence-based medicine as described by John Paul, Alvan
Feinstein, and David Sackett were work that influenced the
field. They made a categorization of the types of diagnosis
and of the consecutive use of them. This classification of
diagnoses classes, according to the magnitudes of the sensi-
tivity and Sp, is as follows: (1) discovery (or detection ¼ high
sensitivity), (2) exclusion (or differential ¼ high sensitivity
and Sp), and (3) confirmation (or positive ¼ highest Sp)
added to our understanding of scientific rigor.

While at the University of Utah, Warner and colleagues
developed the Health Evaluation Through Logical Processing
(HELP) systemwhichwas integrated into a hospital informa-
tion system and provided direct clinical decision support.3,8

The Arden Syntax was used to specify the rules employed in
the HELP system.9 These medical logic modules were con-
tained rule sets which can be reused.10 The Iliad systemwas
designed byWarner and employed a pure Bayesian approach
to decision support.

Miller et al designed a diagnostic decision support system
namedtheQuickMedicalReference (QMR).11QMRwasusedby
a consult service at the University of Pittsburg which con-

tended that a physicianwitha computerized clinical diagnostic
decision support system was more accurate at making diag-
noses than the physician alone.12 QMR is a rule-based system
that maps manifestations to diagnoses using heuristics.13

DXplain, a diagnostic clinical decision support system, was
developed by Barnett et al in the 1980s. He led the Laboratory
of Computer Science at Massachusetts General Hospital in Bos-
ton.14,15DXplain serves as a diagnostic decision support tool and
incorporates into its knowledge base clinical probabilities for
approximately 6,000 clinical manifestations (history, pulmonary
embolism findings, laboratory data, X-ray data, and elements of
the past medical history) as connected to each known diagnosis
(�2,300) and uses that information to generate a differential
diagnosis16,17 associated with the patient’s manifestations.
DXplainmakes use of an interactiveWeb-based human–compu-
ter interface to collect clinical information and makes use of a
modified form of Bayesian logic to produce a ranked list of
diagnoses that might be associated with the clinical manifesta-
tions.DXplainuses thissameknowledgebaseand logic to suggest
findings that, if present, would differentiate between the various
diagnoses in the differential diagnosis list provided. The system
provides other information such as disease descriptions and
references for each of the diagnoses in its knowledgebase.18

DXplain has been used by thousands of practicing physi-
cians and medical students. Sixteen years ago, DXplain was
made available over the Internet to hospitals, medical
schools, and health care organizations.19 QMR and DXplain
both use the concept of ES in their calculations. Iliad by the
University of Utah uses Sp in its calculations.20 DXplain uses
the heuristic ES in its modeling. A heuristic is a method of
reasoning with partial evidence. This study is the first head-
to-head trial of ES versus Sp.

Expert systems have been shown to improve pain man-
agement after total knee arthroplasty (TKA) and total hip
arthroplasty.21 Farion et al compared a Bayesian predication
model, clinical score, and physicians in the diagnosis of
pediatric asthma in the emergency room.22

Zhou et al developed a machine-learning algorithm for
disease phenotypes in primary care electronic health records
andwastested in identifyingrheumatoidarthritis.2Qureshietal
reported a hierarchical machine-learning technique for distin-
guishing types of attention deficit disorder using structural
magnetic resonance imaging (MRI) data.23Ye et al used support
vector machines to predict cancer type in full-text articles.24

ES is defined as how much you should think of a disorder
given a finding or manifestation. This embodies a sense of
how important it is not to miss this disorder. Sp is defined as
how often do you see the disorder given the finding (i.e., true
negative rate [TN]/[TN þ false positive rate (FP)]).

Methods

The University at Buffalo’s Orthopedics Department wanted
to create an expert system to assist patients with self-
diagnosis of problems in their knees and to thereby facilitate
referral to the right orthopedic subspecialist. Then two
sports medicine physicians independently reviewed 469
patient cases (see ►Table 1). The chair of the department,

Applied Clinical Informatics Vol. 9 No. 2/2018

Artificial Intelligence Elkin et al. 433

T
hi

s 
do

cu
m

en
t w

as
 d

ow
nl

oa
de

d 
fo

r 
pe

rs
on

al
 u

se
 o

nl
y.

 U
na

ut
ho

riz
ed

 d
is

tr
ib

ut
io

n 
is

 s
tr

ic
tly

 p
ro

hi
bi

te
d.



L.B., reviewed any disagreements and the two experts had a
discussion of the case until a gold standard diagnosis was
reached. The data came from a Web site where for each case
the patients answered 26 questions with a total number of
potential responses of 126. Each possible disorder was
modeled into an expert system by an expert sports medicine
physician and the answers were reviewed by a second
clinician L.B. For each finding associated with a disorder
(see►Table 2), the clinician specified the sensitivity (equiva-
lent to the term frequency [TF]) and both the Sp and ES.
Where the two sports medicine experts disagreed, they
worked together and discussed the issue until they devel-
oped a final consensus value.

The TF was defined as given the diagnosis how often do you
see the finding. It is the same as sensitivity (true positive rate
[TP]/[TP þ false negative rate (FN)]). This fact is often present
in the biomedical literature.

TheSpwasdefinedasgiven thefindinghowoftendoyouhave
the diagnosis. This is represented as the TN/(TN þ FP) rates.

The ESwas defined as given the finding how strongly should
you consider the diagnosis. Instead of a formula here, we leave
it up to the clinical judgment of the individual clinician to
determine this value.

Four hundred and sixty-nine patients with knee pain
entered data into a Web site with 26 questions and together
126 potential combinations of questions and answers
(see ►Table 3). This served as the primary data which was
used to develop the differential diagnoses.

The expert systemwritten in Java, performed the following
calculation to determine theweight of each diagnosis for each
case:

1. For each finding in the case, obtain the weights for TF, Sp,
and ES from the expert-derived database described above.

2. Sum the weights based on each of the models used in the
experiment (positive likelihoodratiomultipliedby theterm
importance (TI) and the positive likelihood ratiomultiplied
by the TI times the disease importance (DI) (DItimesTI).

3. Multiply this sum times the disease prevalence (see
Table 1) to obtain the posttest odds.

4. Use the relative posttest odds to order the differential
diagnosis list from highest to lowest score.

Anexpert systemwasconstructed that reflected theposttest
odds of disease-ranked list for each case. This was built by
having two sports medicine board-certified orthopedic sur-
geons (L.B. and M.A.) specify the following attributes. For each
disorder, they specified the DI on a scale of 1 to 5 with 5 being

Table 1 Demographics of the patient population

Age range 1–84

Age median 47

Age mean 44

% Female 50

BMI range 16.28–97.64

BMI mean 28.9

BMI median 27.4

Percent due to injury 24.5

Percent due to sports injury 22.8

Percent with pain in wrists/hands 25.3

Percent who had knee surgery 33.4

Abbreviation: BMI, body mass index.

Table 2 List of disorders considered in this evaluation and their
prevalence in the orthopedic practice

Disease name Prevalence

ACL tear 0.11727

Patellar chondromalacia/
patelofemoral syndrome

0.25159

Patellar arthritis 0.14712

Meniscus tear 0.40085

Patellar tendinitis 0.02132

Patellar instability 0.02985

Patellar contusion/
saphenous nerve contusion

0.05756

MCL tear 0.05330

Popliteal cyst 0.02985

Osteoarthritis w/wo exacerbation 0.43496

Abbreviations: ACL, anterior cruciate ligament; MCL, medial collateral
ligament.

Table 3 Patient data entry regarding their knee pain and the final
diagnosis selected by the sports medicine orthopedic surgeons

Question Answer

Sex Male

Age 48

BMI 29.0

Which knee hurts? Where? Left only; Lower front

Is the current issue a
sports injury?

Yes; Basketball

Does the pain worsen when
you perform specific activities?

Yes; When running,
walking, and
using stairs

How long have you had the pain? Weeks

Have you had prior surgery? No

Have you had a
previous dislocation?

No

Do you have pain in your
hands or wrists?

No

Do you have swelling
in your knee?

No

Is this due to a specific injury? No

Have you previously
had an injection?

No

Final diagnoses Meniscus tear

Abbreviation: BMI, body mass index.
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the most important diagnoses not to miss. For each term the
sameorthopedistsprovidedaTIwhichsignifiedona1 to5scale
howcontributorywas thefindingormanifestation.Anexample
might be prior history of ipsilateral knee surgery was highly
contributory where have you had an injection might be less
contributory. Then, for each disorder the same orthopedists
specified for each term the TF which is defined as given the
disorderhowoften toyou see themanifestationpresent. TheES
which is given the manifestation how strongly should you
consider the disease. The same orthopedists also provided a
Sp for the manifestation for that disorder. This was done for all
disorders in the knowledgebase. The orthopedic experts used
the biomedical literature, the clinical guidelines in their field,
and their training and experiencewhen developing the knowl-
edgebase. As the primary outcome of this study, we compare
the accuracy of using Sp to that of using ES in providing the
correct diagnosis. We also compare the accuracy at each rank
order position on the weighted differential diagnosis list from
first position to 10th. For example: what is the chance that the
correct diagnosis will be in the top five diagnoses?

The results were analyzed by using the positive likelihood
ratiowith Sp andwith ES substituted for the Sp. In each case,
we generated a ranked list of diagnoses for the case and
determinedwhere on the list the gold standard diagnosis fell.
We graph them as cumulative results so the second rank was
the chance that the gold standard diagnosis was either first
or second on the ranked list. This generated two graphs. The
graphs were compared using the Wilcoxon signed rank sum
test.

Westartedwithanoriginalmodel,which is analogous to the
posttest odds of disease. In DXplain, for example, the formula
used TI � TF, analogous to sensitivity. We normalize this by the
positive likelihood ratio (Sensitivity/(1–Specificity)).

We ran an original model:

And we added in to the equation the DItimesTI model:

The ES and Sp were substituted for each other in their
respective models.

Results

We compared results from multiple models to determine
what would provide the greatest predictive power. This
included the positive likelihood ratio (TF/(1–(Sp/Es)), and
the likelihood ratio multiplied by the TI and the DI.

In►Table 4, we present the main results. Here, the rank is
the rank on the differential diagnosis list and the number is
the number of cases that, for example, the top diagnosis was
the correct diagnosis by the orthopedic experts. The second
is the number where the correct diagnosis either first
or second on the list and so on. The percentages show the
percent of the cases that fell into, for example, either the first
or second on the list was the correct diagnosis. The various
methods can be compared from these data.

►Fig. 1 shows the comparison of the Bayesian (Sp) versus
heuristic (ES) for the DItimesTI model approaches graphically.
At the x-axis is the rank in the differential where the diagnosis
was found (e.g., top diagnosis, top two, top three, etc.). At the
y-axis is the number of cases where were found in that group
(e.g., top diagnosis, top two, top three, etc.).►Fig. 2 is the same
graph for the original (TI-only) model.

►Table 5 shows themethod for calculating themean rank
using each of the two methods (Bayesian vs. heuristic) using
the DItimesTI model. ►Table 4 also shows the number of
cases where there was correct diagnosis at each rank level
(again the top diagnosis, top two, top three, etc.).

►Fig. 3 shows the number of cases at each rank (e.g., top
diagnosis, top two, top three, etc.) in a tabular rather than
graphical form.

We used the Wilcoxon signed rank test with two-sided
continuity correction to compare the original ES versus SP and

Table 4 Expert system results: % chance of having a certain rank level

Rank ES-Gold
standard
original

ES-
original %

ES-Gold
standard
DItimesTI

ES-
DItimesTI %

Sp-Gold
standard
original

Sp-
Original %

Sp-Gold
standard
DItimesTI

Sp-
DItimesTI %

1 203 43.28358 191 40.724947 203 43.28358 224 47.761194

2 300 63.96588 277 59.061834 320 68.23028 320 68.230277

3 355 75.69296 345 73.560768 393 83.79531 404 86.140725

4 416 88.69936 419 89.339019 424 90.40512 434 92.537313

5 441 94.02985 441 94.029851 437 93.17697 437 93.176972

6 448 95.52239 448 95.522388 451 96.16205 448 95.522388

7 460 98.08102 457 97.441365 456 97.22814 455 97.014925

8 465 99.14712 462 98.507463 462 98.50746 462 98.507463

9 469 100 467 99.573561 464 98.9339 464 98.933902

10 469 100 469 100 469 100 469 100

Abbreviations: ES, evoking strength; DItimesTI, term importance � disease importance; Sp, specificity.
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the DItimesTI ES versus Sp. In the case comparing the original
ESversus Sp, thep-valuewas < 0.0007. In the caseofDItimesTI
ES versus Sp, the p-value was < 0.001 using the two-sided
Wilcoxon signed rank test with continuity correction (see
►Fig. 4).

The results show that the Sp was statistically significantly
better at predicting the knee disorder diagnosis in this clinical
trial. The absolute difference inmeans was small at 0.1 for the
original formula and for 0.3 for the DItimesTI model. The
DItimesTI model took into account how important the clin-
ician thought that diagnosis was not to miss. This may have
accounted for some of the information contained in the
composite concept of ES. Overall, the results show the power
ofusingDI inAImodels fordiagnostic clinical decisionsupport.

Discussion

This study shows that the use of Sp statistically outper-
formed ES in this expert system. As we added DI to the
formula, we picked up information that we believe is part of
the uniqueness of the ES heuristic. In doing so, we see an
improvement in the two scores. The fact that this effect was
greaterwith theDItimesTImethod suggests that DImakes up

some of the performance gains with the ES heuristic. Upon
questioning, we found that the Sp values were easier for the
clinicians to come up with as compared with ES.

That said, all the expert systems converge to similar accu-
racy levels after about four or five diagnoses down on the
differential diagnosis list. Meaning that the chance that the
diagnosis is the top five diagnoses is the same for each
approach. The absolute difference is between 4 and 7% in
the ability to get the first diagnosis right and increases to 8 to
12.6% difference at a three diagnosis list. This seems both
clinically and statistically significant. However, by a five diag-
nosis list any advantage of Sp over ES is lost. So, as a reminder
system the two approaches are equivalent. As a classifier of
patients into an exact diagnosis group, Sp has an advantage
over ES. These systemswere designed to be reminder systems.
For that function, either method is equivalent.

The performance of diagnostic clinical decision support
systems is integrally related to the ability of experts tomodel
the information. It is possible that the increased comfort
with the idea of Sp by clinicians led to the increase in
performance seen in this study.

Future research should look at the ability of machine-
learning algorithms to predict the correct diagnosis from this
type of training data.

Conclusion

Bayes theorem still has a lot to teach us about patient
diagnosis. In this study, using patient-entered data in an
expert system for the determination of the cause of a
patient’s knee pain from patient-provided information uti-
lizing Sp outperformed the one based on ES for making the
correct diagnosis. The significance of this performance dif-
ference depends directly on the use case for the expert
system. In this case where routing the patient more fre-
quently to the right clinician Sp as used in a positive like-
lihood ratio was found to provide higher accuracy in making
the exact diagnosis and in lists up to three diagnoses long. AsFig. 2 The original model results.

Fig. 1 Difference between the specificity and evoking strength in artificial intelligence models.
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a reminder system, neither approach truly outperformed the
other as by thefifth diagnosis in the differential diagnosis list
the accuracies were not statistically significantly different.

We believe that knowledge bases such as this orthopedic
knee pain database are useful sets of assertional knowledge
that can drive medical decision making. This type of knowl-
edge when indexed by ontologies and used in a consistent

fashion has the capacity to improve clinical care through
diagnostic and therapeutic clinical decision support.

Future research will seek to determine how machine-
learning algorithms such as c-trees or random forest com-
pare with this Bayesian expert knowledge base approach.
Other avenues of future research will be to implement this
for other disorders and for other specialties. Additionally,

Table 5 Mean rank of the true diagnosis on the computer-generated differential diagnosis list

DITimesTI_Sp_Rank DITimesTI_ES_Rank

Value Value

Number 469 Number 469

Mean 2.215 Mean 2.522

Standard deviation 1.757 Standard deviation 1.799

95% CI 2.056, 2.375 95% CI 2.359, 2.686

Minimum 1 Minimum 1

Quartile 1 Quartile 1

Median 2 Median 2

Quartile 3 3 Quartile 3 4

Maximum 10 Maximum 10

Rank Number Percentage Rank Number Percentage 95% CI

1 224 48 1 191 41 36.27, 45.34

2 96 20 2 86 18 15, 22.2

3 87 19 3 68 14 11.5, 18.09

4 27 6 4 74 16 12.66, 19:47

5 3 1 5 22 5 3.03, 7:13

6 11 2 6 7 1 0.66, 3.19

7 7 1 7 9 2 0.94, 3.74

8 7 1 8 5 1 0.39, 2.62

9 2 0 9 5 1 0.39, 2.62

10 3 1 10 2 0 0.05, 1.53

Total 469 100 Total 469 100

Abbreviations: CI, confidence interval; ES, evoking strength; DItimesTI, term importance � disease importance; Sp, specificity.

Fig. 3 Graphical view of the distribution of term importance � disease importance (DItimesTI) with specificity (Sp) on the left and evoking
strength (ES) on the right by number of correct answers by rank order in the differential diagnosis list. The two-sided Wilcoxon signed rank test
with continuity correction showed a p < 0.001 when comparing the original formula with ES and the original formula with Sp. We also used the
same test to compare the DItimesTI models with ES and with Sp and the p < 0.001 as well.
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one might look at electronic health record data as the input
source to the expert system rather than patient-provided
information.

Systematized care of patients whether health care or self-
care requires this level of rigor so that we can effectively
extend our health care delivery system toward comprehen-
sive care for all patients each and every day.

Clinical Relevance Statement

The relevance to Clinical Informatics stems from the articles
guidance regarding how best to build clinical decision sup-
port systems that provide real time point of care clinical
decision support to clinicians in support of direct patient
care.

Multiple Choice Questions

1. In crafting a clinical prediction rule, the posttest odds of
disease is:
a. Equal to the pretest odds � the positive likelihood ratio

given a positive test result.
b. Equal to the pretest odds � the positive likelihood ratio

given a negative test result.
c. Equal to the pretest odds adjusted by the negative

likelihood ratio given a positive test result.
d. Equal to the pretest odds adjusted by the negative

likelihood ratio given a negative test result.

Correct Answer: The correct answer is option a.

2. The prevalence of disease is:
a. The number of new cases each year.
b. The number of ICD-10 codes of the disease in your data

warehouse.
c. The percent of people in a given time frame that have

the disorder.
d. The number of SNOMED CT codes of the disease in your

data warehouse.

Correct Answer: The correct answer is option c.
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