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J)uring the last few years there has 
been a proliferation of evaluation stud
ies~rfonned on clinical decision sup
port systems. This apparent commit
ment to evaluation is a welcome indi
cation that medical informaticists are 
serious in their intent to produce scien
lf&callyrigorous work. However, while 
the results from the majority of these 
evaluation studies are valuable and 
have greatly improved our knowledge 
of clinical decision-support systems, 
one might question whether evalua
tion (in the form that is currently preva
lent) has become an end in itself and 
l,contributing progressively less new 
.owledge or insights on the topic. 

This preoccupation with a particu
lar artefact has been noted before and 
it is important that we do not lose sight 
of the primary purpose of evaluation: 
to further the goal of using decision 
support systems in routine clinical 
practice [ 1]. 

Evaluation seeks to answer a ple
thora of questions concerning the ac- -
curacy, usefulness, acceptability and 
impact of clinical decision support 
systems. Obviously as a first step to-

dsdemonstratingthatdecision sup
port systems can be of benefit in 
~lthcare, we need to convince clini
cians of their diagnostic accuracy. Two 
Papers included in this section con
centrate specifically on evaluating di
agnostic accuracy. 

The paper by Berner et al. compares 
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the diagnostic capabilities of four sys
tems in the domain of internal medi
cine: Dxplain, lliad, Meditel and QMR 
[2]. A set of 105 clinical case summa
ries involving actual patient data was 
created by a set of 10 experts. These 
cases were selected on the basis of 
being diagnostically challenging, giv
ing equal coverage to the major organ 
systems, and having an appropriate 
gold standard for the diagnosis desig
nated as correct in each case (i.e., a 
definitive diagnostic test or finding at 
autopsy or a consensus of experts when 
no definitive test could confirm the 
diagnosis). Each of the four systems 
was used to produce a ranked list of 
possible diagnoses for each patient, as 
did the group of experts. Scores were 
then calculated for each system based 
on several performance factors. The 
scores for the number of correct diag
noses given by the systems were not 
particularly encouraging, ranging from 
0.52 to 0.71, and failing to include the 
correct diagnosis in 9 cases. More 
worrying is the fact that the knowl
edge bases of the four systems were 
incomplete, the proportion of the pri
mary case diagnoses included ranging 
from 0.73 to 0.91, with three diag
noses not included in any of the knowl
edge bases. As the paper does not 
comment further on the nature of these 
three missing diagnoses, it is difficult 
to assess the implications of these 
omissions. 

The range of relevant diagnoses was 
even lower, ranging from 0.19 to 0.37, 
and, as the authors note, this arouses 

concern that important diagnostic con
siderations may be so obscured by 
other diagnoses that the value of a 
system may be significantly decreased, 
or that it could lead to execessive or 
costly interventions in inexperienced 
hands. However, the systems did sug
gest some diagnoses, though not highly 
likely ones, that the experts later agreed 
were worthy of inclusion in the differ
ential diagnosis. 

The results of Berner et al.' s study 
would not encourage one to use any of 
the four systems as they exist at present, 
nor is it obvious how they would help 
one choose between them. The au
thors make the point that the develop
ers of the four systems intend them to 
serve a prompting function; remind
ing clinicians of diagnoses they may 
not have considered, or triggering their 
thinking about related diagnostic pos
sibilities. If these systems are intended 
to act in a cooperative rather than 
expert role, the underlying models they 
are based upon do not explicitly take 
account of users' problem solving abili
ties, and perhaps system designers 
should look towards current work in 
the area of cognitive psychology for 
more appropriate models [3] . Further
more, evaluating systems that act as 
reminders is more complex then sim
ply assessing diagnostic accuracy, and 
involves looking at the effects on 
clinican education and performance in 
addition to clinical outcomes. 

· Stamper et al.' s study describes a 
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system which provides diagnostic as
sistance based on the retrieval of simi
lar previously diagnosed cases from a 
database [ 4]. The aim of the study is to 
compare statistical approaches to re
trieval, in terms of their diagnostic 
accuracy and also their user interface 
and explanation capabilities. The 
"nearest neighbours" approach (using 
Hamming distance as a metric) was 
found to have a low accuracy. How
ever, the authors claim that the ap
proach was highly accountable, in that 
the users can inspect the subset of 
.cases upon which the system diagno
sis is based, and.mak:e their own judge
ment concerning the closeness of the 
match. 

The 'independence Bayes' approach 
gave better accuracy, but was less ac
countable. In order to maximise ac
countability and accuracy, the authors 
propose a hybrid approach, which com
bines nearest neighbours and some 
other statistical technique to define a 
more accurate metric. In this study 
they evaluated this hybrid approach 
using independence Bayes to define 
the metric for nearest neighbours. 

Whilst the hybrid approach was not 
found to be significantly more accu
rate than direct use of independence 
Bayes, the authors claim that the ap
proach gives improved accountabil
ity. This study is encouraging in that it 
acknowledges the fact that clinicians 
are more likely to use a system when 
they can understand and examine the 
basis on which its advice is derived. 
However, it fails to provide any defini
tion of accountability or any measure
ments to support its claim of improved 
accountability. 

The paper by Dybowski et al. dis
cusses three statistical approaches for 
use in a decision-support system for 
the management of. septicaemia [5]. 
The authors' intention is to improve 
upon the approach taken by the 
MYCIN system, based upon their pref
erence for objective probabilities pro
vided by a database of septicaemia 
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episodes, rather than the subjective 
measures of belief employed by 
MYCIN. Whilst this study is theoreti
cally interesting, it fails to establish a 
genuine need for such a system at the 
given hospital site, and does not con
duct any background study of the cur
rent situation in relation to the diagno
sis and treatment of septicaemia. Whilst 
the authors do indicate their plans to 
evaluate the system once developed, 
the lack of baseline measurements 
will make it difficult to determine the 
extent to which any improvements in 
diagnostic accuracy can be attributed 
either directly to the system, or to other 
factors such as the Hawthorne effect 
[6]. 

Clinical decision support systems 
do not operate in a vacuum; rather they 
are situated within a complex environ
ment where technical, social, political 
and organisational factors interact in 
unpredictable ways. Even if we are 
assured of the diagnostic accuracy of a 
system, this is not sufficient to con
clude that a system will have a positive 
impact on users and health care. Stud
ies which address these wider issues 
are much needed if decision-support 
research is to progress from theoreti
cal work and prototypes towards clini
cally useful systems. 

Johnston et al.' s paperis an interest
ing and comprehensive study that looks 
at the effects of computer-based clini
cal decision-support systems on clini
cian performance and patient outcome 
[7]. Of 793 citations (dated January 
1983 to February 1992) of controlled 
trials that were examined, only 28 were 
found that met predefined criteria, 
reflecting a lack of scientific rigour in 
the majority of evaluation studies. 

The decision-support systems con
sidered were grouped into four appli
cation areas, and the number of sys
tems showing an improvement in cli
nician performance given as follows: 
three of 4 applications of computer-

The remaining paper in the 
sian-support section is COJ1Ce:me:d 
extending computer science 
to cope with the needs of mecll<:al 
informatics. In the paper "A 
Query System for Protocol 
Decision Support", Das and 
describe a novel technique which 
ports temporal extensions to the 
tured Query Language (SQL) t 'nrr· .. J•I 

tionaldatabases [8]. The work is 
upon a need to store and query 
instant-stamped data and 
stamped data, at varying 15 .. ,, ............... ._ 

in clinical databases. Evaluation oftht 
method shows that it can express sut1 
ficiently all required temporal queri4 
and that the search time of such quet 
ries is similar to that of standard SQLt 
This work has a wider applicabilil 
than simply satisfying the particul 
needs of protocol-decision suppoj 
systems, and will be valuable in medit 
cal information systems that use co1111 
mercia! relational databases and SQft 
servers, and need to deal with tempO) 
ral queries. It should also be of interttl 
to the wider computer science co!D1 
munity and one would hope that it will 
also be presented to this forum. as 
medical informatics and ""'"'" • ._ 
science often overlook the work 
each other. 



the idea that by demonstrating di
l~stic accuracy, we will convince 
lrlcians to routinely use systems. 

However, this is blatantly not the 
case. Several notable systems have 
tJeentepeatedly shown to improve di-
111ostic acc~~acy, yet ~o not get used 
·nroutine chmcal practice. The prob
:ern ofthis lack of system utilisation is 
pnplex and requires further atten
tion. Two important directions emerge. 
ftrStlY, there is a need to study the 
effects of social and organisational 
factors on system acceptance and im
J!ft, and one would hope to see socio
-"cal evaluations being undertaken 
(9]. Secondly, we might raise ques
tions concerning the lack of profes
lionalism in medical informatics and 
the manner in which this has affected 
dinicians' confidence in decision sup
port systems [10]. 
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