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The creation of a knowledge-based 
system (KBS), like the development 
of any other complex software pro
gram, proceeds in relatively discern
ible (though frequently iterative) steps: 
problem identification, solution 
conceptualization, program design and 
implementation, and finally system 
evaluation and deployment. Of the six 
papers selected for the Knowledge
Based Systems section of the 1993 
IMIA Yearbook of Medical 
Informatics, the papers by Musen [1] 
and by Sandblad et al. [2] focus on 
solution conceptualization, the paper 
by Heckerman and Nathwani [3] fo
cuses on program design and imple
mentation, and the papers by Koski et 
al. [4], Verdaguer [5], and Kotzke and 
Pretschner et al. [6] focus on 
predeployment system evaluation. 

In his paper Dimensions of knowl
edge sharing and reuse [1], Musen 
notes that the development of com
prehensive, validated knowledge bases 
(Iffis) such as QMR is laborious and 
expensive. The research challenge is 
tp devise new KB development 
methods that enable KBs to be shared 
among different sites and to be reused 
for new or unique purposes. Musen 
examines five dimensions which must 
be addressed to promote knowledge 
reuse: 
1. reusable lexicons (the linguistic 

terms used to describe the domain 
of discourse), 

2. reusable ontologies (the descrip
tions of objects in the world, their 
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properties and relationships to other 
objects), 

3. reusable or interchangeable infer
ence syntaxes (the symbolic nota
tions used to represent the lexicons 
and ontologies), 

4. reusable tasks (the application 
problem to be solved), and 

5. reusable problem-solving methods 
(the strategies or methods which 
allow an application to solve a task). 

The paper then focuses on the de-
velopment of shareable problem
solving methods as one approach of 
separating how to represent a solution 
(rules, logic, probabilities) or how to 
program a behavior (forward chain
ing, modus ponens, Bayes formula) 
from how to solve a class of problems 
using a library of basic problem
. solving methods. 

Sandblad and Meinzer, in their pa
per Modelling and Simulation of com~ 

plex control structures in cell biology 
[2], are concerned with modeling cell 
dynamics. Their focus is on con
structing, executing, and evaluating 
complex process-control systems. 
Their modeling methodology abstracts 
processes into a collection of units 
which are constructed from two 
components; a process and a manage
ment unit. The management unit, in 
turn, is composed of a process control
ler and a process monitor. A model is 
constructed in a top-down fashion, 
using decomposition techniques to 
continually refine features until the 
model reaches a level of detail suffi-

cient for its purpose. A model of the 
intestinal crypt/villus system is used 
as an example of a complex biological 
system which requires modeling of 
both static and dynamic features. 

Based on reading only the titles and 
abstracts, the papers by Musen and by 
Sandblad and Meinzer would seem to 
be miles apart in the concepts and 
concerns raised by the authors. Yet I 
have categorized both papers as em
phasizing solution conceptualization. 
The following three quotes, which 
appear in the Sandblad paper ([2], p. 
37), could also have appeared in 
Musen's paper [1]: 
- A model is a formal representation 

of those aspects of a studied system 
that are relevant to the intended use 
of the model. 

- A model must always be formu
lated in some modelling language. 

- We lack a suitable language to build 
such models and methods to ana
lyze them. 

Both papers focus on issues of lan
guages, models, and representations. 
Musen does so to examine barriers to 
sharing and reusing knowledge; 
Sandblad and Meinzer do so to intro
duce a modeling methodology. Al
though Sandblad and Meinzer have a 
specific application in mind for their 
methodology, the issues they raise are 
confronted by all model builders, in
cluding builders of KBSs. Similarly, 
Musen's concerns about selecting 
lexicons, ontologies, inferences, tasks, 
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and problem-solving methods appear 
in one form or another in Sandblad' s 
paper, even though Sandblad and 
Meinzer do not discuss knowledge 
sharing or knowledge reuse. 

Heckerman and Nathwani, in their 
paper entitled Toward normative ex
pert systems: Part II, probability-based 
representations for efficient knowledge 
acquisition and inference [3], de
scrib~ a new probabilistic representa
tion scheme, called similarity net
works, as a method to ease the con
struction of large belief networks, and 
a representation method, called parti
tions, as a method to reduce the number 
of probability assessments. Both new 
techniques were implemented in the 
construction of Pathfinder, an expert 
system that assists surgical pathologists 
with the diagnosis of lymph-node 
diseases. The paper includes a brief 
tutorial on traditional belief networks. 
A similarity network is an extension 
of belief networks. It consists of an 
undirected graph whose vertices rep
resent mutually exclusive diseases and 
whose edges contain local belief net
works with features relevant to the 
discrimination of the two diseases 
connected by that edge. The overall 
belief network is constructed by the 
graph union of all the local belief 
networks. Similarity networks are 
particularly useful for represent
ing conditional independence, and this 
strength is used to create partitions of 
diseases based on diagnostic features. 
Given a partition, only one set of prob
abilities needs to be elicited for all 
diseases in that partition, thereby 
greatly nJdm>ing the number of prob
abilities that need to be asses~ied. The 
paper also presents a brief evaluation 
of the efficiency of this method for 
constructing large belief networks and 
for assessing probabilities. 

The largest set of papers focuses on 
KBS evaluation. Evaluation method
ologies for computer-based decision-
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support systems are primitive, relative 
to the evaluation methodologies rou- . 
tinely used to study other clinical in
terventions. In the Introduction to 
Decision-Support Systems for the 1992 
IMIA Year book of Medical 
Informatics ([7] p. 49), Van Bernrnel 
and McCray noted: 

"The central question in all evalua
tion studies is and will remain: what is 
the Objective Reference or Gold 
Standard by which to evaluate the 
systems?" 

In a prior paper, Wyatt and 
Spiegelhalter stratify program-evalu
ation studies into two stages: labora
tory and field testing [8]. Each stage 
has different study objectives and out
come measures which require differ
ent types of gold standards. Wyatt 
would classify the programs described 
in this section as "laboratory"-level 
systems. All three evaluators in this 
collection of papers faced the problem 
of no accepted gold standard; each 
paper adopts or proposes a different 
gold standard. 

In their article entitled Development 
of an expert system for haemodynamic 
monitoring: computerized symboliza
tion of on-line monitoring data [4], 
Koski et al. evaluated the performance 
of a program which transforms filtered 
real-value physiologic signals into 
symbolic labels and trends. Using data 
obtained from 10 clinical cases and a 
single clinical expert "gold standard," 
Koski compared their program's sym
bolic labels to the expert's labels. 
Complete agreement in the symbolic 
classification was used as the only 
performance metric. Koski's evalua
tion methodology i1> fr~quently used 
early in a program's devel()Jl:ql(mtcycle · 
to ensure that the evolving system's 
performance is "in the right ballpark." 
The observed 99.4% agreement on 
symbolizing signal levels is encour
aging, whereas the 93.0% observed 

agreement on symbolizing trends may 
be problematic. For example, Compton 
performed serial evaluations of the 
GARV AN-ES1 system, a rule-based 
expert system which interpreted thy
roid function tests [9]. The initial 
evaluation demonstrated 96% accu
racy. The system eventually achieved 
99.7% accuracy, but only after the 
knowledge base had more than doubled 
in size. Thus, despite the seemingly 
gratifying 93% observed agreement, 
Koski may face a daunting task to 
improve the performance of the trend 
symbolization module. 

In their paper Validation of the 
medical expert system PNEUMON-IA 
[5], Verdaguer et al. asked five spe
cialists to analyze 76 clinical cases in 
order to evaluate the performance of 
their diagnostic expert system. In an 
interesting methodologic twist, the 
evaluators never defmed a "gold stan
dard" answer for each clinical case. 
Instead, three distance measures were 
defined for comparing pairs of an
swers. The distance measures were 
selected to investigate different types 
of potential discrepancies (e.g., many 
small differences versus any large dif
ference). Cluster analysis was used to 
describe groupings of distances. Be
cause the clinical specialists had 
varying levels of expertise, the results 
of cluster analysis could be used to 
discern which grouping of physicians 
was most similar to the expert system. 
The evaluators never counted the 
number of "right" or "wrong" diag
noses, yetthe information derived from 
the cluster analysis gave a broad over
view of the clinical performance of 
their system. 

Kotzke and Pretschner, in their pa
per Possibilities of software phantoms 
for quality control of KBS in nuclear 
medicine [ 6], are concerned with the 
lack of a sufficient range ~f clinical 
cases to ensure that all aspects of the 
clinical decision-support system are 
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tested. They describe the development 
of a software phantom, a parameter
ized computer program designed solely 
to generate test cases for evaluation. 
An evaluation system uses the pa
rameters to generate cases with dif
fering "known'' features. The expert 
system evaluates these generated cases. 
An expert evaluator or an automated 
evaluation system compares the ex
pert-system generated results to the 
parameters used by the phantom to 
create the case. To evaluate the degra
dation characteristics of the expert 
system, the software phantom gener
ates artifacts or unrealistic cases. The 
paper describes the development of a 
software phantom for evaluating an 
expert system which interprets car
diac scintigrams for heart motion ab
normalities. 

With a parameterized software 
phantom, the evaluator systematically 
probes all aspects of a problem do
main. An interesting question left un
answered in the paper is: How is the 
software pharitom evaluated? Certify
ing the performance of an expert sys
tem using an unvalidated software 
phantom seems problematic. The de
velopment of the software phantom 
by the same set of programmers who 
developed the expert system also may 
cause concern. For example, subtle 
inaccurate assumptions about the data 
which may have crept into the expert 
system could easily be included in the 
development of the software phan
tom. Should the software phantom be 
created by an external group? If so, 
how can the two separate groups en-
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sure that the software phantom gener
ates test cases which can be under
stood by the expert system, without 
the expert -system group imposing their 
lexicon or ontology onto the software
phantom group? Conversely, if the 
two groups are free to define separate 
lexicons, how can we ensure that the 
answers generated by these systems 
are comparable? 

Koski et al. [4] employed a single 
domain expert, Verdaguer et al. [5] 
employed a panel of experts and a 
cluster analysis technique, and Kotzke 
et al. [6] employed a computer-gener
ated gold standard. The difference in 
the use of a single expert by Koski 
versus the use of multiple experts by 
Verdaguer reflects the difference in 
the maturity of the evaluated systems. 
Koski evaluated a specific task which 
is to be integrated into a larger, evolv
ing decision-support system, whereas 
Verdaguer evaluated a large, com
pleted diagnostic expert system. 
Matching the size and complexity of 
the evaluation methodology to the state 
of system development has been em
phasized previously by others [10]. 

This collection of articles demon
strates the breadth of issues faced by 
KBS investigators and implementors. 
The days of the isolated computer 
programmer who "whips up'' a sys
tem which is imposed upon the users 
are long past. Medical informatics is a 
multi-disciplinary team effort. The 
diversity of the issues presented in this 
section reconfirms this perspective. 
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