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This section of the Yearbook con
(8ins eight articles on Decision Support 
lystems and Knowledge Processing. 
Whereas in previous issues of the 
Yearbook separate sections were dedi
cated to Decision Support Systems 
and to Knowledge Processing, these 
actions have been merged in this year's 
edition. This is not unreasonable since 
the two fields of research have sub
stantial overlap: knowledge process
ingfechniques require construction of 
decision support systems to show their 
~bility, and decision support systems 
require knowledge to be acquired, rep
resented and processed to arrive at 
icisions. While knowledge process
ing issues are being addressed in all 
papers in this section, the main empha
sis in most of them is on decision 
support aspects. These investigations 
are of an applied rather than a method
ological nature. 

f.nother observation is that four of 
the eight papers in this section have 
appeared in clinical journals, which 
rnay be taken as an indication of the 
I.Jntinued interest of the medical com
~Unity in decision support systems. It 
18 a sobering thought, however, that 
none of the decision support systems 
tesented here, and only a small mi
IIOrity of systems that have been re
~ned on in the literature, are in routine 

mica} use today. Some of the factors 
h~t affect this unfortunate situation 
""

111 be discussed later on. 

Synopsis 

Decision Support Systems and 
Knowledge Processing 

The papers in this section encom
pass a variety of application areas, 
classification methods, and evaluation 
strategies. The decision support sys
tems are concerned with diagnosis (of 
coronary heart disease, healed and 
acute myocardial infarction, oral and 
breast cancer) and prognosis (of kid
ney function and of survival for AIDS 
patients). To deliver their advice, they 
utilize case-based reasoning, statisti
cal methods, artificial neural networks, 
and decision trees. The evaluation of 
system performance ranges from a 
simple assessment, using a limited set 
of cases and no comparison with hu
man experts or other techniques, to 
more elaborate testing, in one case 
even assessing the performance of the 
system after its transfer to a clinical 
setting other than the one in which it 
had been developed. 

Haddad et al. [ 1] describe an image 
processing system for the interpreta
tion of myocardial perfusion scin
tigrams. The system is aimed at clas
sifying a scintigram as being indicative 
for coronary heart disease (CHD) or 
not, in order to reduce interobserver 
variability and to enhance diagnostic 
accuracy. The authors employ a case
based reasoning method, comparing 
the scintigram at hand with those from 
a database of scintigraphi~ images that 
were validated by coronary angiogra
phy. A lot of effort is spent in finding 

the right input features, similarity met
ric, and adaptation strategy to adjust 
the likelihood of CAD. The authors 
consider the resultant system to be a 
prototype. 

The method of case-based reason
ing is closely connected to traditional 
nearest-neighbor methods. These 
methods have been shown to perform 
well in a wide variety of settings [2]. 
Apart from their performance, their 
simplicity and their ability to "explain" 
their decision by referring to similar 
cases are appealing. A potential draw
back is the high computation time to 
classify a case when the image data
base is large, a problem the authors are 
well aware of but were not yet able to 
solve satisfactorily. The indexing 
scheme that the authors experimented 
with substantially degraded system 
performance. 

The authors show _that their system 
performs well as compared to two 
previous efforts in this field, but unfor
tunately do not compare the perfor
mance of their system with that of 
human experts. Whether their system 
offers a solution for the problems that 
motivated their study, the reduction of 
interobserver variability and enhance
ment of diagnostic accuracy in assess
ing CHD from myociardialscintigrams, 

· thus remains unclear. In this respect, 
they show the feasibility of their ap
proach, not its clinical utility. 
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To predict the kidney function of a 
patient in an intensive care unit for a 
period of several days, Schmidt et al. 
[3] also use a case-based reasoning 
approach. The difficulty of their appli
cation area is that the behavior of renal 
abnormalities overtime is incompletely 
understood. Using a priori knowledge, 
the authors define a number of renal 
functional states and state transitions. 
The state is determined daily and a 
trend description over the past several 
days is generated. This trend descrip
tion- is then matched with a set of 
previously collected trends of longer 
duration, the continuation of the most 
similar trend serving as a prognosis for 
the trend under consideration. Since 
no adaptation is carried out after a 
similar trend has been retrieved, the 
approach essentially comes down to 
nearest neighbor classification. An in
teresting feature of the system i"s its 
ability to construct a set of prototypical 
trend descriptions by merging similar 
trends into prototypes. These proto
types in a sense substitute for the lack 
of medical knowledge in this field. 

This work is an impressive endeavor 
to provide decision support for a very 
complex task. However, the practical 
usefulness of the system has still to be 
demonstrated. The abstracted renal 
functional states produced by the sys
tem were compared with those pro
vided by human experts, but no men
tion is made of any validation of the 
system's trend prediction against the 
actual time course. Such an evaluation 
would seem essential to convince clini
cians to use the system routinely. 

Similar to the study of Haddad et al. 
[1], a substantial part of this study is 
devoted to proper definition and deter
mination of features, underlining the 
maxim that good features are of para
mount importance in the design of any 
classifier [ 4]. 

The remaining six papers in this 
section all deal with artificial neural 
networks (ANNs). The interest in this 
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relatively new branch of classification 
methods is ever increasing; outside but 
also inside the medical world, as is 
reflected by introductory articles in 
major medical journals [ 5]. ANN shave 
proven to be accurate classifiers in a 
wide range of medical applications, but 
their value as a decision support tool is 
not unchallenged, mainly because of 
their inability to provide insight in their 
behavior [6]. 

Lo et al. [7] made an ANN to 
discriminate between invasive and in 
situ breast cancer. The ANN consists 
of 10 input and 15 hidden nodes, and 
has been trained on a set of 96 malig
nant cases which is a surprisingly low 
number considering the number of 
connection weights that had to be es
tablished. The authors envisage their 
present ANN to be used in conjunction 
with another, previously devised ANN 
that distinguishes between benign and 
malignant cases. The clinical relevance 
of this two-stage classification proce
dure is the possible reduction of the 
number of surgical biopsies. The au
thors claim that the ANN is able to 
accurately classify invasion, but they 
do not substantiate this claim by com
paring its performance with that of 
radiologists or of other classification 
methods. Another remark is that the 
ANN was trained and tested on a set 
of malignant cases only, whereas the 
cases it has to classify in its intended 
use as a second stage classifier will 
also contain benign cases incorrectly 
classified as malignant by the first 
stage. Due to these cases, the perfor
mance of the ANN may be different 
from the one that is reported. The 
authors are aware of this caveat, but 
have not accounted for it in their evalu
ation. 

Brickley et al. [8] trained different 
ANN s to discriminate normal from 
abnormal, and premalignant from ma
lignant oral smears. Obtaining cyto
logical smears is a less invasive proce-

dure than biopsy, and an ANN 
be used to differentiate between 
patients for whom a conventional 
opsy is appropriate and those who 
go without it. Using only five · 
variables, including age and sex 

' 80% sensitivity and specificity 
obtained in discriminating normat 
abnormal smears. It is difficult to 
these figures into perspective since 
performance of the ANN s is not 
pared with that of human experts 
other classification methods. While 
authors remark that a comparison 
linear discriminant techniques 
be valuable, they did not do so ""••uu11 .. 

these techniques are readily 
in statistical packages. Whether 
ANN is the best choice for 11Ju;gnmo1• 

into an image analysis system 
would fully automatically interpret 
smears, as envisaged by the 
would require further analysis. 

Heden et al. [9] compare the 
formance of an ANN and a 
gist in classifying old anterior mv1ocru'll 
dial infarction from the 12-lead 
taking a diagnosis based on 
pendent material as the reference. 
clearly describe the procedures 
parameter settings necessary to 
and test the ANN. One difficulty 
that a cardiologist is used to Pvr,rl"~:• 
the likelihood of infarction by a set 
qualitative terms, such as 
"probable", whereas the ANN 
ders a continuous output between 
and 1. The authors map this output 
the same set of qualifiers as used 
cardiologists, and show that the 
has similar specificity as the 
gist, but higher sensitivity. 

Interestingly, the authors 
those cases where ANN and 
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-"·t::<ll'""' it would have been interest
to compare the ANN's perfor

with that of established inter
on programs. Eventually, 
like other classification meth-

should be subjected to rigid evalu
such as the one carried out in the 
study [10], where multiple inter-

1\re~tarluu programs were evaluated by 
independent center on a large test 
of ECGs containing various ECG 

The paper by Kennedy et al. [11] 
an excellent description of the 
and evaluation of an ANN for 

diagnosis of acute myocardial in
. The resultant ANN is com-

..... . v .. •••• 

with linear discriminant analysis 
also prospectively tested against 

classifications of admitting physi
from a different center to that in 
it was developed, showing the 

performance of the ANN. The 
also discuss the problems as

tsoclate~a with the practical use of the 
~~ . ..,1.,.1vu aid on an accident and emer

department. Of all the studies in 
section, the evaluation of the deci
support system in this study comes 

to the point that a clinical trial 
be carried out to demonstrate its 

impact. In this sense, it may 
as an example of comprehen

evaluation for any clinical decision 

In thepaperofOhno-Machado [12], 
ANN is constructed for survival 

(lll'e{hc1ti·c m. of patients living with AIDS. 
predictive performance of the 
is compared with that of a Cox 

...,.""'"'*;· hazards model: no signifi-
differences emerged. The Cox 

has the advantage of providing 
into the variables that are most 

for prognosis. Thus, the use 
an ANN for this task would not 

recommended, but the author 
sees opportunities for prognostic 

when some of the assumptions 
underly parametric methods, par-
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ticularly about data distributions, can
not be verified. · 

In the last paper of this section, 
Silver and Hurwitz [13] address an 
important issue that is sometimes over
looked in research on decision support 
systems: the ability of a system to 
provide insight in the acquired knowl
edge and to explain its advice. They 
compared two types of classifiers, in
ductive decision trees and ANNs, in 
the noninvasive assessment of coro
nary artery disease (CAD) based on 
clinical characteristics, nonimaging 
stress components, and scintigraphic 
findings. For each of four levels of 
increasing severity of CAD, they con
structed a decision tree and an ANN 
which discriminate more severe levels 
from less severe. Not only did they 
compare both systems with respect to 
diagnostic performance, which proved 
to be similar, but also with respect to 
explanatory capability. Not unexpect
edly, the ease of interpretation of the 
decision trees is found to be far supe
rior to that of the ANNs. The authors 
rightly remark that other statistical 
methods can suffer from the same 
explanatory weakness. A further analy
sis of the trees revealed the impor
tance of scintigraphic attributes in de
cision making, confirming the results 
of previous research. 

When overviewing this year's se
lection of papers in the section Deci
sion Support Systems and Knowlege 
Processing, it is striking that most sys
tems are prototypes and far from being 
in routine clinical use. The system 
described by Kennedy et al. [11] comes 
close, but even in this case the authors 
deem a l~ge-scale evaluation study 
necessary before its widespread use 
can be recommended. The reasons for 
this Slow dissemination are probably 
manifold [14]. Here, just a few points 
are raised related to the present stud
ies. All employ techniques that allow 
the construction of a classifier from a 
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database of labelled cases, obviating a 
laborious and time-consuming knowl
edge acquisition process involving cli
nicians. This advantage is counter
acted, however, if clinicians are only 
called in after the system has been 
developed. The clinical need for deci
sion support may then tum out not to be 
as high as the system developers had 
expected, or the advice given by the 
system may not meet user require
ments of performance and account
ability. This latter aspect is of particu
lar concern in view of the ubiquitous 
adoption of ANNs. If clinicians want 
insight into the advice provided by a 
decision support system, an ANN may 
not be the first choice, as was nicely 
illustrated by Silver and Hurwitz [13]. 
Moreover, the decision to use an ANN 
often seems more inspired by fashion 
than by careful consideration or com
parison with other approaches. Espe
cially when the system performance is 
not gauged against human experts or a 
gold standard, it will be very difficult to 
convince clinicians that they will ben
efit from the system's advice. Such a 
comparison, while only being a first 
step on the long way to user accep
tance, appears to be a sine qua non. 
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