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ABSTRACT

Purpose The aim of this study was to develop an algorithm
for automated estimation of patient height and weight during
computed tomography (CT) and to evaluate its accuracy in
everyday clinical practice.

Materials and methods Depth images of 200 patients were
recorded with a 3D camera mounted above the patient table
of a CT scanner. Reference values were obtained using a cali-
brated scale and a measuring tape to train a machine learning

algorithm that fits a patient avatar into the recorded patient
surface data. The resulting algorithm was prospectively used
on 101 patients in clinical practice and the results were com-
pared to the reference values and to estimates by the patient
himself, the radiographer and the radiologist. The body mass
index was calculated from the collected values for each
patient using the WHO formula. A tolerance level of 5kg was
defined in order to evaluate the impact on weight-dependent
contrast agent dosage in abdominal CT.

Results Differences between values for height, weight and
BMI were non-significant over all assessments (p>0.83). The
most accurate values for weight were obtained from the
patient information (R2=0.99) followed by the automated es-
timation via 3D camera (R2=0.89). Estimates by medical staff
were considerably less precise (radiologist: R2=0.78, radio-
grapher: R2=0.77). A body-weight dependent dosage of con-
trast agent using the automated estimations matched the
dosage using the reference measurements in 65 % of the
cases. The dosage based on the medical staff estimates would
have matched in 49 % of the cases.

Conclusion Automated estimation of height and weight
using a digital twin model from 3D camera acquisitions pro-
vide a high precision for protocol design in computer tomog-

raphy.

Key points:

= Machine learning can calculate patient-avatars from 3D
camera acquisitions.

= Height and weight of the digital twins are comparable to
real measurements of the patients.

= Estimations by medical staff are less precise.

= The values can be used for calculation of contrast agent
dosage.
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ZUSAMMENFASSUNG

Ziele Ziel der Studie war es, einen Algorithmus zur Abschét-
zung von GroRe und Gewicht der Patienten vor einer Compu-
tertomografie (CT) zu entwickeln und dessen Genauigkeit im
klinischen Alltag zu evaluieren.

Material und Methoden Mit einer (iber dem Patiententisch
montierten 3D-Kamera wurden Tiefenbilder von 200 Patien-
ten aufgenommen und zusammen mit den Referenzwerten
einer geeichten Waage und eines MaRbandes zum Trainieren
eines maschinellen Lernalgorithmus verwendet. Dies erfolgte
iber die Anpassung eines Patienten-Avatars an die aufgenom-
menen Oberflacheninformationen. Der so entstandene auto-
matische Algorithmus wurde dann prospektiv im klinischen
Alltag an 101 Patienten angewandt und die Ergebnisse mit
den gemessenen Referenzwerten, den Patientenangaben so-
wie den Schétzwerten durch das technische und &rztliche Per-
sonal verglichen. Der Body-Mass-Index wurde aus den erho-
benen Werten fiir jeden Patienten mit der WHO-Formel
berechnet. Um die Auswirkungen auf die Kontrastmittel-

menge bei gewichtsabhdngiger Dosierung abschatzen zu
konnen, wurde eine Toleranz von 5 kg definiert.

Ergebnisse Die Unterschiede zwischen den erhobenen Wer-
ten fir GroRe, Gewicht und BMI waren fiir alle Methoden nicht
signifikant (p>0,83). Die genauesten Werte fiir das Gewicht
wurden aus der Patientenangabe (R2=0,99), gefolgt von der
automatischen Erfassung tber die 3D-Kamera (R2=0,89),
erzielt. Abschdatzungen durch das medizinische Personal
waren deutlich ungenauer (Radiologe: R2=0,78; MTRA:
R2=0,77). Eine gewichtsabhdngige Kontrastmitteldosierung
mit den Werten der automatischen Abschatzung ware im Ver-
gleich zur Dosierung anhand der Referenzmessungen in 65 %
der Félle identisch gewesen. Analog waren bei einem Vorge-
hen basierend auf Schatzwerten des Personals 49 % der
Patienten identisch dosiert worden.

Schlussfolgerung Die automatisierte Abschatzung von
GroRe und Gewicht mit einer 3D-Kamera kann durch ein digi-
tales Zwillingsmodell mit hoher Prazision fir die Untersu-
chungsplanung in der Computertomografie verwendet wer-
den.

Introduction

In Germany, computed tomography (CT) is the most frequently
performed slice imaging technique, with growth of over 45 % be-
tween 2007 and 2016 [1]. Many of the advantages for patient
care described in the literature, e. g. reduction of tube voltage,
spectral hardening using tin filters or dual energy, require a high
degree of training of the examiners and a precise knowledge of
the patient’s physical characteristics [2-5]. The contrast medium
dose can be individually adjusted as a function of tube voltage and
body weight. George et al. showed that an individually-calculated
quantity of contrast based on the patient’s body weight ensures at
least the same image quality as a standard dose protocol [6]. The
interindividual variability of the measured image contrast is even
lower compared to a standard protocol; the results are more com-
parable [7], while at the same time the amount of applied contrast
was reduced on average. This results in a reduced risk to patients
of contrast-induced acute renal failure, especially in cases of pre-
existing chronic renal insufficiency or when taking nephrotoxic
drugs [8, 9]. Compared to a standard protocol, a cost saving for
the institution performing the procedure can be expected [10,
11]. The recommended procedure for determining the patient’s
weight is based on the patient’s medical history or measurement
using a scale. An estimate by the examiner was described as less
precise [7]. In everyday clinical practice, this procedure is often
limited, e.g. with unconscious, immobile or uncooperative pa-
tients. New 3D camera systems, which record surface and depth
data using infrared technology offer a promising solution to this
issue [12]. In newer computer tomographic systems, avatars are
fitted as digital twins into the surface information of the posi-
tioned patients using machine learning. Saltybaeva et al. have al-
ready achieved significantly improved, automated patient posi-
tioning compared to manual positioning [13] which reduces

radiation dose while improving image quality [14]. The aim of
this study is to develop a 3D camera algorithm for the estimation
of body height and weight and to evaluate it in clinical routine
with respect to precision and contrast agent dosage. According
to the null hypothesis, the estimated values provided by the digi-
tal twin, the patients’ history data and estimates by the medical
staff should differ significantly from the real measured values of
height, body weight and BMI.

Materials and Methods

Patients

The study was coordinated with the local ethics committee and
approved. After detailed information, all patients agreed in writ-
ing to participate. Over a period of three months, 321 randomly-
selected patients aged 21 to 92 years with indication for compu-
ted tomography were enrolled in the study. Underage, non-com-
pliant and immobile patients who could not be weighed were
excluded. The examined body region was irrelevant to the prese-
lection. All patients were examined using a third-generation dual
source CT (Somatom Force, Siemens Healthcare GmbH, Forch-
heim, Germany).

Size and weight

After the disclosure, the weight and height of the patients were
first visually estimated by the Medical-Technical Radiology Assis-
tant (MTRA) and the radiologist, and the values were noted. Sub-
sequently, the patient data were queried. As gold standard, the
patients were weighed with a calibrated scale and measured with
a wall-mounted tape measure (Seca Type 877 and Type 206, Seca
GmbH & Co KG, Hamburg, Germany). The average values of
our cohort (61.0+13.4 years, 79.2+18.7kg, 170.6 £9.7 cm,
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» Fig. 1 Operating principle of the Time-of-Flight (TOF) technique
used by the 3D camera. Red double arrows = quickly and repeatedly
emitted infrared laser pulses, reflected by patients body surface.
Yellow = camera field of view.

27.1£5.4kg/m?) largely correspond to the figures of the Federal
Statistical Office [15]. Prior to the weighing process, all loose ob-
jects and, if possible, footwear were removed. In view of the ap-
plicability and acceptance of the procedure in everyday clinical
practice, complete undressing was deliberately avoided. To en-
able a systematic consideration of the clothing articles, it was no-
ted whether street clothes (n=303) or patient gowns (n=18),
shoes (n=193) or no shoes (n=128) were worn. To approximate
the resulting measurement error, 20 different outfits or shoes of
each category were weighed and their mean value calculated
(street clothes 0.3 kg, street shoes 0.5 kg, patient gowns 0.2 kg,
slippers 0.3 kg). The “corrected measured value” describes the
difference between weight measurement and determined meas-
uring error.

3D camera

Prior to the start of the study, the combination of color and depth
camera (Kinect 2.0, Microsoft Corp., Redmond Washington, USA)
mounted above the patient table was calibrated. The depth infor-
mation was collected using the time-of-flight (TOF) method, a
measurement of time from the transmitted infrared pulse to the
detection of the reflection (see » Fig. 1). After completion of the
individual positioning of the patients, depending on the planned
examination and personal abilities, a reference image was taken
by the examiner via a touch-pad interface permanently mounted
on the gantry. In some cases, the patient was not completely cap-
tured in the manually triggered image, but had, for example, al-
ready partially entered the gantry. In such cases, a recording
from a video sequence was used, which was simultaneously re-
corded by the camera system during the entire examination peri-
od and saved on an external storage system. In a total of 20 cases,
it was not possible to obtain a complete image of the patient; ac-
cordingly the data set was subsequently excluded from the study.

Based on the first 100 patients, an existing algorithm for the
detection of patients in combined color/depth data was expanded

» Fig.2 a-d Example of the algorithms method of operation when
used on a new patient. a 3D-Pixelcloud (raw data), b Rendered ava-
tar from the 3D-Pixelcloud, c Merging the avatar into the camera
picture, d Automatic assignment of anatomical landmarks as
defined in the training phase of the algorithm.

by the estimation of patient height and weight [16]. The essential
steps are shown in » Fig. 2. Based on machine learning, the algo-
rithm initially detects the patient’s position and anatomical land-
marks, including, e. g., the forehead, chin, shoulders, hips, crotch,
knees and ankles (see » Fig. 2d). Based on the landmarks, a virtual
patient model, an “avatar”, is then fitted into the depth data. This
avatar is a statistical shape model based on a collection of 3D hu-
man scans and describes typical variations with respect to body
height and proportions. The avatar is iteratively optimized, acquir-
ing the position and body proportions found in the depth data
(see » Fig. 2c); deformations are limited by the statistical shape
model to realistic body shapes. In this way, for example, broad
items of clothing, blankets or headrests can be separated from
the patient. The estimated body height corresponds directly to
the length of the fitted avatar. Assuming an average density for
human tissue, the weight can be estimated from the volume of
the avatar. The avatar was broken down into regions such as
head, torso, abdomen and legs in order to make the approach
more flexible and allow for different weight distributions. Param-

Ceissler F et al. Personalized computed tomography... Fortschr Rontgenstr 2021; 193: 437-445 | © 2020. Thieme. All rights reserved. 439

This document was downloaded for personal use only. Unauthorized distribution is strictly prohibited.



# Thieme

eters such as the volume and the dimensions of a “bounding box”
of the sub-area are determined for each region. Using these
parameters, a linear regressor was developed to establish the pa-
tient weight. Due to the large degrees of freedom and the difficul-
ty of segmenting them accurately, the arms are not explicitly
modeled, but the assumed proportional weight of the arms is
later added to the estimation. The algorithm was optimized for
100 additional cases. Based on comparison with the anamnestic
values and the estimates by the medical staff, the evaluation was
then based on the last 101 unseen data sets.

Contrast agent

All examinations involving the abdomen (abdomen, thoracic ab-
domen, cervical-thoracic abdomen) were examined weight-adap-
ted with intravenous contrast agent (lomeprol, Imeron 350, Brac-
co IMAGING Deutschland GmbH, Konstanz, Germany; dosage:
400 mg(iodine)/kg=1.14 ml/kg [6]) using a power injector (Accu-
tron CT-D, Medtron, Saarbriicken, Germany). All other patients
were examined with a predefined contrast dose (neck 80 ml, thor-
ax 60 ml, neck-thorax 100 ml). The differential of the weight-
adapted contrast dose to common protocols without adjustment
(abdomen/thorax abdomen: 100 ml, cervical/thoracic abdomen:
140 ml) was calculated retrospectively. To calculate the expense
difference, a contrast agent cost of 0.08 €/ml was used.

Subgroups

After a review of all data sets, subgroup analyses were carried out
for the estimates using the digital twin in order to examine poten-
tial disruptive factors of the algorithm and the suitability of differ-
ent patient groups for machine recording. The standard position
was defined as patient positioning with arms above the head,
legs without knee wedge and pants not pulled down. Separately,
subgroups with knee wedge, pants pulled down to the back of the
knee and arms resting on the torso were considered. In addition,
weight-related subgroups were analyzed. These were defined as
normal and slightly overweight patients (Body Mass Index, BMI
18-30kg/m?), obese patients (BMI >30) and patients with a
weight between the 1st and 3 rd quartile of the training cohort
(65-90 kg).

Statistical Analysis

Statistical analysis was performed with SPSS Version 24 (IBM
Corp., Armonk, New York, USA) and Excel 2017 (Microsoft Corp.,
Redmond, Washington, USA). The deviations of the estimates (E,)
from the gold standard (C) are expressed as mean absolute error
(MAE) and range of difference (R) as follows:

1
MAE = 7 2% 1E.—Gl
R =min {(Ex1 —G1); ... ;(Ex101 — G101)}s max {( Ex1 — G1); .. 5(Ex101 — G1o1)}

A Kolmogorov-Smirnov test confirmed the normal distribution of
the measurement results (significance level o <0.05). The differ-
ences between the training and application cohorts were analyzed

with unpaired t-tests. Variances of the individual methods of esti-
mation from the corrected measurement results were analyzed
using single factor analysis of variance (ANOVA).

Results

Height and weight

Weight, height and BMI in the training cohort (79.9£19.5kg;
170.5+9.8 cm; 27.3 +5.5 kg/m?) were not significantly different
from the application cohort (77.7+16.7kg; 170.7 £9.7 cm;
26.6+5.2kg/m?; all p=0.126). The corrected measured values of
the weight were on average 0.6 kg below the documented values.
Deviations of the mean values of the measuring methods were
very small and not statistically significant, with maximum 2.0kg
body weight (-2.6 %, p=0.900), maximum 0.8 cm body height
(-0.5%, p=0.927) and maximum 0.8 kg/m2 (-3.0%, p=0.830).
Camera and patient underestimated the weight in the majority
of cases (68 %). MTRA and radiologist, on the other hand, under-
estimated and overestimated in roughly equal proportions
(~50%, see » Table 1). Only one patient and two radiologist esti-
mates exactly matched the corrected measurements

The patient shows the lowest MAE and the smallest range in all
estimates. For the parameter weight, the patient is on average
2.9kg closer to the corrected measurement value than the cam-
era and 4.7 kg closer than radiologist and MTRA. The MAE of the
camera estimation is below, the MAE of radiologist and MTRA
above 5 kg estimation deviation. In terms of size and calculated
BMI, all estimating groups show a comparable tendency (see
» Table 2).

Subgroup analyses

In standard position, the mean values of weight (-2.0 %) and BMI
(-1.9%) with the digital twin were lower than the measured gold
standard and almost equal to the height (-0.0 %, see » Table 3).
The absolute mean measurement error was lower than in the
overall cohort (see » Table 2). Four patients were underestimated
by more than 5kg and 2 patients were overestimated (23 % in
total).

When positioned with a knee wedge, the mean values of
weight (+5.1%), height (+0.7 %) and BMI (+ 3.5 %) were higher.
The absolute mean measurement error was higher than in the
overall cohort (> Fig.3). One patient was underestimated by
more than 5 kg and 4 patients were overestimated (46 % in total).

When the pants were pulled down to knee level, the mean
values of weight (-2.6 %), height (-0.6 %) and BMI (-1.8 %) were
below the reference. The absolute mean measurement error was
barely higher than in the overall cohort. Four patients were under-
estimated by more than 5kg and 7 patients were overestimated
(40 % in total).

When the arms were placed on the body, the mean values of
weight (-4.6 %), height (-0.5 %) and BMI (-3.5 %) were also lower.
The absolute mean measurement error of weight and BMI was lower,
while the mean measurement error of height was significantly higher
than in the overall cohort. Two patients were underestimated by
more than 5kg and no patient overestimated (22 % in total).
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» Table 1 Mean values and standard deviations of patient parameters depending on the estimation method with frequency of over- and under-

estimation of weight. No correction was needed for height.

amount average weight average height average BMI frequency of frequency of
[kg] [em] [kg/m?2] underestimation overestimation
(weight) (weight)

measurement 101 78.3+16.8 170.7+£9.8 26.8 - -

corrected 101 77.7+16.8 - 26.6 - -

measurement

camera 101 75.7+15.2 170.4+8.7 26.0 68 33

patient 101 77.1+£16.3 171.5+9.6 26.1 68 32

radiologist 101 76.6+14.4 171.2+9.5 26.1 47 52
radiographer 101 76.1+£14.7 171.3£10.1 25.8 54 47

» Table2 Mean absolute error (MAE) with standard deviation and range (R) for corrected weight, height and BMI depending on estimation method

and =subgroup.

amount weight [kq]
MAE R

camera 101 4.4+39 -16.1; +13.8
= standard position 26 3327 -11.5; +5.6
= knee wedge 11 5.2+43 -6.0; +13.8
= pulled down trousers 57 5.2+45 -16.1; +13.8
= arms over body 9 4.0+4.8 -16.1; +0.8
= BMI 18-30 79 4.2+3.8 -16.1; +13.8
= BMI >30 20 5.2£4.3 -15.6; +7.3
= weight: 65-90 kg 50 3.4+33 -13.0; +5.6
patient 101 1.5+1.3 -6.7;+4.9
radiologist 101 6.2+4.9 -22.9; +19.6
radiographer 101 6.2+5.9 -35.5; +18.2

Normal weight or slightly overweight patients had mean values
of weight (-2.6 %), height (-0.2 %) and BMI (-1.7 %) below the
measured gold standard. The absolute mean measurement error
was comparable to the overall cohort. Seventeen patients were
underestimated by more than 5kg and 6 patients were overesti-
mated (29 % in total).

Obese patients had mean values of weight (-3.9%), height
(-0.1%) and BMI (-4.7 %) somewhat below the reference value.
The absolute mean measurement error of weight and BMI was
higher than the overall cohort, while the mean measurement
error of height was comparable, however. Eight patients were
underestimated by more than 5kg and 2 patients were overesti-
mated (50 % in total).

Between the 1st and 3 rd weight quartiles of the reference co-
hort, the mean values of weight (-3.1 %), height (-0.2 %) and BMI
(-2.9 %) with the digital twin were lower than the gold standard.
The absolute mean measurement error for all three parameters

height [cm] BMI [kg/m?]

MAE R MAE R

2.5+1.9 -6.9; +8.8 1.6+1.3 -5.1;+6.0
2.2+1.8 -6.4; +5.1 1.3+0.9 -3.6; +2.5
2.6+1.5 -3.0;+5.2 2.1£1.8 -3.7;+6.0
2.6+1.9 -6.8;+8.8 1.8£1.5 -5.1;+6.0
3.0£1.3 -5.5;+3.4 1.3+£1.0 -3.5;+0.9
2.6+2.0 -6.9; +8.8 1.4+1.2 -4.2;+6.0
24+1.6 -5.1;+5.2 2114 -5.1;+1.8
23+1.8 -6.9;+8.8 1.3£1.0 -4.2;+2.5
1.8+1.5 -4.0;+7.5 0.8+0.7 =325 # 15
23£1.7 -7.0;+6.0 2.1+1.7 -8.4;+5.3
3.2£2.6 -10.5+11.2 2.2+2.1 -13.3;+4.3

was lower than in the overall cohort. Eleven patients were under-
estimated by more than 5kg and 1 patient was overestimated
(24 % in total).

Correlation

The highest correlation for the parameter weight was achieved by
the patient estimate (R2=0.988), followed by the camera
estimate (R2=0.891). Radiologists (R2=0.781) and MTRAs
(R2=0.767) achieved comparably low correlation values
(» Fig. 4). With respect to height, the patient (R2=0.948), camera
(R2=0.900) and radiologist (R2=0.915) estimates correlate well,
while the MTRA estimate was significantly lower (R2=0.832). The
calculated BMI correlated well with patient data (R2=0.965) and
camera (R2=0.857); radiologists (R2=0.735) and MTRA
(R2=0.678) were lower.
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» Table3 Comparison of measured mean values and standard deviations for patient parameters and camera calculations sorted by =subgroup.

amount method

= standard position 26 measurement
camera

= knee wedge 11 measurement
camera

= pulled down trousers 57 measurement
camera

= arms over body 9 measurement
camera

= BMI 18-30 79 measurement
camera

= BMI>30 20 measurement
camera

= weight: 65-90 kg 50 measurement
camera

» Fig. 3 Influence of the knee wedge on the patient avatar: the
thighs and lower legs are extrapolated too strongly, the patient
thereby miscalculated as too heavy.

Contrast agent

With a threshold value of 5kg, analogous to the conversion table
of Perrin et al., 35 % of the patients would have been divided into a
different dose group using the values of the camera algorithm
[11]. In the majority of cases a dosage one step lower is chosen
(71%). The misjudgment rate of radiologists and MTRAs was sig-
nificantly higher at 51 % each. The majority of patients were un-
derestimated by radiologists and MTRAs (63 % and 57 %, respec-
tively). The patients underestimated themselves in only 2% of
cases to an extent relevant for the contrast dosage (> Fig. 5).

average weight average height Average BMI
[ka] [em] [kg[m?]
75.0£15.8 168.9+8.3 26.2+4.9
73.5+£13.4 168.9+7.8 25.7+4.0
81.0+£21.7 167.4+9.9 28.9+7.6
85.1+£18.5 168.5+10.0 29.9+59
80.9+17.0 172.7+9.7 27.1+£5.5
78.7+15.5 172.0+8.7 26.6+4.9
81.8+11.4 170.1+8.1 28.3+3.6
78.0+10.1 169.3+7.1 27.3+£3.7
734133 171.4+9.7 249+3.2
71.5+£11.9 170.7+8.4 24.4+£2.9
98.1+10.2 169.2+9.4 343+3.4
94.3+10.6 169.0+9.5 32.7+3.4
76.9+6.6 171.9+7.2 26.1+2.6
74.4+7.2 171.5+6.4 25.3+2.6

Intravenous contrast was used to examine the abdomen in
87 of 101 patients. Compared to a standard protocol, weight-
adapted contrast administration saved an average of 10.3 ml of
contrast agent per patient and thus 0.82 € in material costs (see
> Table 4).

Discussion

Our study shows no significant difference between the measured
and estimated values for the parameters height, body weight and
BMI, regardless of the estimation method. All estimation groups
tend to underestimate with a threshold value of 5kg. The camera
algorithm calculates 25 % of patients too light and 10 % too heavy,
thus achieving a 33 % improvement over the estimate by radiolo-
gists and MTRAs. Patients with normal weight or slightly over-
weight (-6 % contrast-relevant misjudgments), in the interquar-
tile range of the training collective (-11 %) and patients in a
standardized position (-12 %) were significantly better assessed
by the camera. Arms resting on the body were well compensated
by the algorithm (-13 %). The false estimate rate was higher for
obese patients (+ 15 %), those with a positioning knee wedge
(+11 %) and for patients with their pants pulled down (+5 %). The
majority of patients with knee wedge was the only subgroup
calculated too heavily, because the algorithm extrapolates the
resting leg parts too strongly.

With a total of only 2 % relevant underestimated cases, the tar-
geted patient history is the most accurate method for determin-
ing body weight. However, the mean estimation error of our pa-
tients (1.5 kg) was significantly lower than in the study by
Benbow et al. (2.8 kg) [7]. In order to keep the burden of the
examination as low as possible in the event a measurement or
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» Fig.4 Correlation of camera calculations with the measured values for weight a, height b and BMI ¢, and correlation of estimates from the
patient d, the radiologist e and the radiographer (f) with the weight measurements. (Red line =trendline of mean deviation).

m> 5 kg too light
¥ > 5 kg too heavy

Frequency (n = 101)

32
29
22
19
Radiclogist  Rediographer

25
10
2
m°
Camera Patient

» Fig.5 Frequency of relevant weight deviations > |5 kg| of indi-
vidual estimation groups.

anamnesis is not possible, e. g. in intensive care and trauma pa-
tients, the camera algorithm is better suited for assessment than
the medical staff. The cost reduction assumed in the literature by
several authors by the weight-adapted administration of contrast
can be confirmed and precisely stated (-7,995 €), when scaled for
our institute with approx. 9750 contrast medium-supported
abdominal examinations per year [10, 11].

An approach favored by Kondo et al. to calculate the ideal CT
contrast agent dosage by determining the fat-free body mass
using the body surface is currently not implemented in clinical

routine due to the increased effort involved [17]. Automated
acquisition could facilitate implementation and transfer the digi-
tally available values via injector coupling without the need for
additional interaction. This could also improve the workflow at
high patient throughput, which is often seen as problematic, leav-
ing more time for patient care [7, 11, 18, 19]. In the future, the
standardized values could also be used in combination with the
DICOM image data set for the automatic calculation of surface-
normalized organ volumes. Standardized volume data, such as
the expected residual volume of the liver, could make a decisive
contribution to therapy in the planning phase, e. g. before oncolo-
gical liver surgery, selective radioembolization or liver transplants
[20-23]. Automatic implementation of the collected parameters
in a digital patient file could also ensure rapid availability of rele-
vant data, such as during follow-up examinations in other institu-
tions or when determining the dose of medication in emergency
situations without the possibility of patient history or measure-
ment, for example before lysis therapy for stroke patients [12]. In
the context of quality assurance, inclusion of this data supports in-
vestigation of causes for exceeding the CT dose reference values
and to document justifiable reasons for this. For example, in the
“Guidelines for the Handling of Diagnostic Reference Values in
X-ray Diagnostics”, the Federal Office for Radiation Protection
explicitly recommends recording “[...] further data (e. g. the
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# Thieme

» Table4 Contrast agent dosage and cost calculations with and without weight adaptation stratified into regions of investigation.

NTA
patients 33
CA-Dosage not adapted 4,620+ 0ml
CA-Dosage weight adapted 4,168+ 19.5ml
CA-Dosage reduction 452+19.5ml
cost reduction 36.16 €

TA A total

45 9 87

4,500 0 ml 900+ 0ml 10,020+ 19.4ml
4,101+19.1ml 859+ 15.6 ml 9,128 +25.3ml
399+19.1ml 41+15.6ml 892+19.2ml
31.92€ 3.28€ 71.36€

A - abdomen; TA - thorax-abdomen; NTA - neck-thorax-abdomen, CA - Contrast agent.

body diameter or the body weight of patients) [...]” for the evalu-
ation of reasons when dose limits are exceeded [24].

Our study has limitations. Relatively few data sets (n=200)
were available for the development and training of the algorithm
for a machine learning procedure. To minimize this problem, the
algorithm was optimized in the training phase by cross-validation.
The greater inaccuracy of the algorithm in heavily overweight and
very slim patients is due to the small number of comparison pa-
tients in these subgroups. Likewise, there are no training data
available for childlike body proportions. Because of the limited
possibility to collect reference values, immobile patients could
not be included for the development of the algorithm. However,
due to standardized recording in a supine examination position,
the algorithm can be applied to these patients regardless of the
degree of immobilization. Further inaccuracies are due to incom-
plete recording of the arms and the general correction for gar-
ments. In a detailed evaluation of the greatest outliers, additional
potential sources of error included a pointed foot position, black
clothing and therefore an increased noise in the surface data as
well as asymmetric simulation of the legs. With an increasing
number of training data sets, however, it can be expected that
the precision of the algorithm will also increase for the various
subgroups. The obvious alternative of automated measurement
using an electronic scale integrated in the examination table
would be technically extremely complex, susceptible to damage
and disproportionately expensive due to the high mechanical
demands. Unlike surface detection using infrared technology, a
scale cannot measure height and cannot differentiate between
patients and other objects, e. g. a monitor. A further technical lim-
itation results from the central positioning of the camera above
the patient, which makes it harder to recognize body parts that
depend on the side of the examination table and can therefore
incorrectly calculate the avatar. One solution could be a second
camera at the side of the table, making it possible to better iden-
tify positioning variants and aids such as a knee wedge.

Conclusions

Based on machine learning, images from a 3D camera can be used to
model a digital avatar into the patient interface, which can then be

used to accurately estimate patient height and weight. This automat-
ic assessment provides better results than staff estimates especially in
situations without reliable patient data. In the future, individual con-
trast adjustments could be implemented automatically and enable
standardized image quality with minimal patient load even in critical
situations. In addition, economic optimization of CT with time savings
and cost reductions also appears possible. Digitally-structured values
are directly available for further use and make it possible to open up
new areas of application, for example in therapy planning.

CLINICAL RELEVANCE OF THE STUDY

= Compared to medical personnel, automated estimation of
patient body constitution can provide more reliable values
for individual examination adaptation, such as weight-
adapted contrast dosage in CT.

= Especially patients without a personal medical history,
such as intensive care and trauma patients, can be spared
unnecessary stress.

= Especially with a high workload, valuable working time
could be saved, costs reduced and potential sources of
error reduced.
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